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Separation Criterion for Turbulent
Boundary Layers Via Similarity
Analysis
By using the RANS boundary layer equations, it will be shown that the outer part of an
adverse pressure gradient turbulent boundary layer tends to remain in equilibrium simi-
larity, even near and past separation. Such boundary layers are characterized by a single
and constant pressure gradient parameter,L, and its value appears to be the same for all
adverse pressure gradient flows, including those with eventual separation. Also it appears
from the experimental data that the pressure gradient parameter,Lu , is also approxi-
mately constant and given byLu50.2160.01. Using this and the integral momentum
boundary layer equation, it is possible to show that the shape factor at separation also
has to within the experimental uncertainty a single value: Hsep>2.7660.23. Further-
more, the conditions for equilibrium similarity and the value of Hsep are shown to be in
reasonable agreement with a variety of experimental estimates, as well as the predictions
from some other investigators.@DOI: 10.1115/1.1758262#

1 Introduction
Turbulent boundary layer separation is a very important area of

research, particularly in the design of airfoils, diffusers and so on.
The strongest possible adverse pressure gradient is maintained so
that airfoils can achieve maximum lift or a diffusers can obtain
maximum pressure recovery. If separation occurs, however, it
causes many new complications. For example, separation reduces
the lift of an airfoil, and it will also increase the required size of a
diffuser. Separation in a turbulent boundary layer is very complex,
and it happens as a process instead of a single event as in the
laminar case, Simpson et al.@1,2# and Kline et al.@3# etc. In the
1980s the extensive work of Simpson@2,4# led to new insight and
definitions for separation in the turbulent boundary layer. Some of
the most relevant definitions are:

• Incipient Detachment~ID!: the reverse flow occurs occasionally
about 1% of the time.

• Intermittent Transitory Detachment~ITD!: the reverse flow oc-
curs about 20% of the time.

• Transitory Detachment~TD!: the instantaneous back flow oc-
curs 50% of the time.

• Detachment~D!: it occurs when the time averaged wall shear
stress is zero.

Recent experimental data@2,5,6# suggests that the location where
the instantaneous back flow coefficient is about 50% corresponds
to the position where the average skin friction is zero.

Many researchers have tried to investigate this process, to char-
acterize separation, and to predict the detachment position. The
classic log-law for the velocity profile does not work for the sepa-
ration flow since the velocity scaling,ut , is zero at the separation
position, Driver@7# and Schofield@8#. In the 1950s, Stratford@9#
introduced an empirical criterion based on the pressure coefficient
to predict the point of separation. He further argued that the inner
~or near wall! velocity profiles should be scaled using:

Usep5
n

r

dP`

dx
(1)

and the inner length scaled using

hsep5
1

rn

dP`

dx
(2)

instead of the usual Prantdl variables,u* andn/u* . These scal-
ings are known as the ‘‘Stratford variables,’’ and clearly are nec-
essary because of the vanishing of the shear stress at separation
~cf., Tennekes and Lumley 1972@10# or from more recent per-
spectives, George and Castillo 1993@11#, Skote and Henningson
@12#.! These near wall results are not of interest in this paper
which focuses on the outer boundary layer and its implications for
separation.

In the 1960s and 1970s Kline and his co-investigators estab-
lished correlation parameters for separation in terms of the shape
factor,H, and the ratio of displacement thickness to the boundary
layer thickness,d* /d. In particular, Sandborn and Kline@13# sug-
gested that the shape factor at separation was given by,

H511
1

12d* /d
, (3)

whered* /d must be determined at the point of separation. They
further showed that the shape factor is 2.7 at the Intermittent
Transitory Detachment~ITD! position. In subsequent work, Kline,
Bardina and Strawn@3# developed a one parameter model and
concluded that the shape factor was given byH52.7 at the ITD
position andH54.0 at the separation position.

There are a number of other empirical separation criteria which
have been proposed. Sajben and Liao@14# assumed that detach-
ment occurs where the normalized specific momentum defect
reaches a maximum as a function of the shape factor; they found
a value of the shape factor of 2.7 for ITD turbulent boundary
layer. Cebeci and Bradshaw@15# have reported that separation
takes place when the values ofH fall in the range of 1.8<Hsep
<2.4. By contrast, Senoo and Nishi@16# proposed that:

Hsep51.817.5
d*
WU

sep

(4)

for flow in diffusers, whereW is the passage width at the point of
separation, andd* is determined at the point of separation as well.
A similar empirical form, which shows a linear relationship be-
tweenH andxw , can be found in the experiment carried out by
Dengel and Fernholz@5# ~and more recently by Gustavsson@17#!
as:
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H'2.211.4xw , (5)

wherexw is the back flow coefficient and its value is between 0.20
and 0.70 for this experiment. Meanwhile, Dengel and Fernholz@5#
showed that the shape factorH is 2.8560.1% at xw550%
where the boundary layer is presumed to separate whent̄w50
~detachment!.

Schofield @8# proposed a separation criterion based on the
Schofield-Perry analysis@18#, and found a shape factor of 3.3 at
the separation position. His results, however, were partially based
on the measurements by Simpson and his collaborators@1,2#
which misidentified the location of transitory detachment, at least
according to Dengel and Fernholz@5#. Alving and Fernholz@6#
made similar measurements as Dengel and Fernholz@5# for the
asymmetric boundary layer with separation. Their results are con-
sistent with each other, yielding shape factors of 2.8560.1 and
2.76 for Dengel and Fernholz@5# and Alving and Fernholz@6#,
respectively.

The entire question of where separation occurs experimentally
is considerably complicated by the fact that the skin friction is
very hard to determine within the boundary layer, and even worse
when the shear stress is near zero. The hot-wire anemometer has
been the classical tool to measure the velocity profile, but its
directional insensitivity limits its application in separating flows
for it cannot measure the back-flow velocity accurately. In the past
two decades, the advent of new and more precise measuring tech-
niques allowed many investigators to obtain a new understanding
of the problem in a physical way. Simpson@1,2# used the direc-
tionally sensitive laser anemometer to measure the instantaneous
flow direction near the separation region. Dengel and Fernholz@5#
and Alving and Fernholz@6# presented pulsed-wire measurements
for the separated region and downstream of reattachment region.
The PIV has also begun to be applied to separation studies~e.g.,
Angele and Muhamad-Klingman@19#!. Even so, there are
still many questions~especially theoretical! that remain to be
answered.

The primary goal of this paper is to describe how some recent
theoretical advancements in the understanding of turbulent bound-
ary layers lead to a simple separation criterion which is in reason-
able agreement with measurements, as well as the results from
some other investigators. The detached separation of the steady
flow is the main focus in this investigation~cf. Simpson’s defini-
tions @2,4,20#!. Attention will be given to only the 2-D steady
turbulent boundary layer in which the flow is not affected by the
turbulence intensity of the free stream. Surface curvature or
roughness are also presumed not present in the problem. In brief,
the separation is presumed to be caused by the strong adverse
pressure gradient alone.

The equilibrium similarity analysis of Castillo and George@21#
for the pressure gradient boundary layers will be applied to the
outer part of adverse pressure gradient boundary layers upstream
of and up to separation. These results will then be combined with
the integral momentum boundary layer equation to obtain a sepa-
ration criterion. This separation criterion surprisingly appears to
be both quite simple and universal.

2 Review of the CastilloÕGeorge Analysis
Castillo and George@21# have set forth in detail the case for

considering the outer part of most turbulent boundary layers to be
equilibrium similarity boundary layers.1 Surprisingly, the experi-
mental data suggest that only three values of the pressure gradient
similarity parameter,L ~defined below!, appear to describe all of
the flows considered—one each for zero pressure gradient~ZPG!,

adverse pressure gradient~APG! and favorable pressure gradient
~FPG!. In this paper only the adverse pressure gradient results will
be considered.

For a 2-D, incompressible boundary layer that is statistically
steady in the mean the boundary layer equation for theouterflow
~valid for y/d.0.1 typically! reduces to:

U
]U

]x
1V

]U

]y
52

1

r

dP`

dx
1

]

]y
@2^uv&#1

]

]x
@^v2&2^u2&#,

(6)

whereU→U` , ^uv&→0 asy→`, ^u2& and^v2&→0 asy→` as
well. This equation, together with the continuity equation, de-
scribes the flow exactly in the limit of infinite Reynolds number as
long asy.100n/u* or y1.100 typically. It is important to note
that after flow separates, the boundary layer thickness may grow
drastically, and the boundary layer simplifications are not accurate
any longer. Note that the normal stresses components^u2&,^v2&
have been retained because in APG flows, particularly those ap-
proaching separation, their contributions are about 30%~Simpson
et al. @4#, Dengel and Ferholz@5#, Alving and Fernholz@6#, Els-
berry et al.@22#!. The component Reynolds stress equations must
also be included in the analysis, but have not been written here
since they are the same as for the zero-pressure gradient boundary
layer and have been considered in detail elsewhere~cf. George
and Castillo 1997@23#!.

The outer scales of the turbulent boundary layer equations must
be determined from an equilibrium similarity analysis of the gov-
erning equations and boundary conditions, and can not be chosen
a priori. George and Castillo@23# applied this concept to the outer
boundary layer equations for the ZPG flow, and determined that
the mean velocity and Reynolds shear stress scale withU` and
U`

2 dd/dx, respectively. Unlike the Reynolds shear stresses, the
Reynolds normal stresses scale withU`

2 . Castillo and George@21#
extended this similarity analysis to include pressure gradient
boundary layers. Their approach and results can be summarized as
follows:

Similarity Solution Profiles. The basic assumption is that it
is possible to express any dependent variable, in this case the
outer deficit velocity,U2U` , the outer Reynolds shear stress,
^uv&, and the outer Reynolds normal stresses,^u2&, ^v2& as a
product of two functions; i.e.,

U2U`5Uso~x! f op~ ȳ,d1;L;* !; (7)

2^uv&5Rso~x!r op~ ȳ,d1;L;* !; (8)

^v2&2^u2&5Rno~x!r opn~ ȳ,d1;L;* !; (9)

whereUso , Rso , Rno are the outer velocity scale, the outer Rey-
nolds shear stress scale, and the Reynolds normal stress differ-
ence, all of which depend only onx. Note that all of thesemustbe
determined from the boundary layer and Reynolds stress equa-
tions together with the appropriate boundary conditions. The ar-
guments inside the similarity functions (f op , r op , andr opn) rep-
resent the outer similarity coordinate,ȳ5y/d99, the local
Reynolds number dependence,d15du* /n, the pressure gradient
parameter,L, and any possible dependence on the upstream
conditions,* , respectively.

Asymptotic Invariance Principle: AIP. This principle can
be simply stated as follows: since in the limit as the Re→` the
outer boundary layer equations become independent of the local
Reynolds number, therefore any solution to them must also be-
come asymptotically independent ofd1. Thus, in this limit, Eq.
~7!–Eq. ~9! must become independent of local Reynolds number;
i.e.,

f op~ ȳ,d1;L;* !→ f op`~ ȳ,L,* !; (10)

r op~ ȳ,d1;L;* !→r op`~ ȳ,L,* !; (11)

1The term ‘equilibrium similarity’ should not be confused with the ‘equilibrium’
boundary layer of Clauser. The Clauser analysis has much more restrictive criteria
and is based on approximate equations truncated at first order inut /U` , whereas the
Castillo/George analysis is valid to third order.
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r opn~ ȳ,d1;L;* !→r opǹ ~ ȳ,L,* !; (12)

as d1→`. The subscript̀ is used to distinguish these infinite
Reynolds number solutions from the finite Reynolds number pro-
files used in Eq.~7!–Eq. ~9!.

The Transformed Equations. Substituting Eq.~10!–Eq.~12!
into Eq. ~6! and clearing terms yields:

F d

Uso

dU`

dx
1S U`

Uso
D d

Uso

dUso

dx G f op`1F d

Uso

dUso

dx G f op`
2 2F U`

Uso

dd

dx

1
d

Uso

dU`

dx G ȳ f op`8 2Fdd

dx
1

d

Uso

dUso

dx G f op`8 E
0

ȳ

f op`~ ỹ!dỹ

5F Rso

Uso
2 G r op`8 1F d

Uso
2

dRno

dx G r opǹ 2FRno

Uso
2

dd

dxG ȳr opǹ8 (13)

where the term involving2dP` /dx has been cancelled by the
rU`dU` /dx term from Euler’s equation for the external flow.

The Equilibrium Similarity Conditions. For the particular
type of ‘‘equilibrium’’ similarity solutions suggested in George
@24#, all the terms in the governing equations must maintain the
same relative balance as the flow develops. Theseequilibrium
similarity solutions exist only if all the square bracketed terms
have the samex-dependence and are independent of the similarity
coordinate,ȳ. Thus, the bracketed terms must remain proportional
to each other as the flow develops; i.e.,

d

Uso

dUso

dx
;

d

Uso

dU`

dx
;S U`

Uso
D d

Uso

dUso

dx
;

dd

dx
;S U`

Uso
D dd

dx

;
Rso

Uso
2 ;

Rno

Uso
2

dd

dx
;

d

Uso
2

dRno

dx
(14)

where ‘;’ means ‘has the samex-dependence as’.
It is clear that~just as for the zero pressure gradient boundary

layer!, full similarity ~of the ‘‘equilibrium-type’’! is possible only
if

Uso;U` , (15)

Rso;Uso
2

dd

dx
;U`

2
dd

dx
(16)

and

Rno;U`
2 . (17)

Note that both the Reynolds shear and normal stress scalings can
be shown to be consistent with the Reynolds stress equations
themselves~cf. George and Castillo@23#!.

Thus, the outer equations do admit to full similarity solutions in
the limit of infinite Reynolds number,and these solutions deter-
mine the outer scales. No other choice of scales can produce
profiles~of the assumed form! which are asymptotically indepen-
dent of the local Reynolds number, at least unless they reduce to
these scales in the limit.

The Pressure Gradient Parameter for Equilibrium Flows.
Besides the similarity conditions for the mean velocity and Rey-
nolds stresses, there exist other constraints. In particular,

dd

dx
;

d

U`

dU`

dx
;

d

rU`
2

dP`

dx
. (18)

It follows from Eq.~18! thatL5const is a necessary condition for
equilibrium similarity to exist, where the pressure gradient param-
eterL is defined as:

L[
d

rU`
2 dd/dx

dP`

dx
5constant, (19)

or equivalently,

L[2
d

U`dd/dx

dU`

dx
5constant. (20)

A consequence of this is that forLÞ0, the imposed pressure
gradient, dP` /dx, controls the growth rate of an equilibrium
similarity boundary layer. Eq. 20 can be integrated directly to
obtain:

d;U`
21/L , (21)

so there must be a power law relation between the free stream
velocity and the boundary layer thickness. Therefore, an equilib-
rium similarity boundary layer exists only if the experimental data
in log-log plot show a linear relation between the boundary layer
thickness~e.g.,d0.99 or d0.95) and the free-stream velocity (U` or
more typicallyUedge). There are virtually no measurements for
which this is not easily tested@25#.

From the perspective of the Castilo/George analysis outlined
above, an ‘‘equilibrium’’ boundary layer is one whereL
5constant andd;U`

21/L . Since it is the free stream velocity,U`

~or dP` /dx), which is usually imposed on the boundary layer by
external means, this is a restrictive constraint ond. As a conse-
quence it provides a powerful experimental test of the theory, and
is most easily demonstrated by the linear relationship between
log(U`) and log(d). Figure 1, taken from Castillo and George@21#,
shows examples for both favorable~FPG! and adverse~APG!
pressure gradient boundary layers. All of the existing experimen-
tal data show similar behavior. Thus, by the Castillo/George cri-
terion, it appears that most pressure gradient boundary layer are in
equilibrium. In the following section the same test will be applied
to boundary layers with eventual separation and reattachment.

3 Boundary Layers With Eventual Separation
Figure 2 shows the equilibrium condition of log(U`) versus

log(u,d* ,d) for the experimental measurements of Schubauer and
Klebanoff @26#, Newman@27#, Ludweig and Tillmann@28#, Sim-
pson et al.@1,2#, Alving and Fernholz@6#, all of which were made
in boundary layers which separated. The linear fit for these mea-
surements continues to and sometimes even after the separation
point. Note the close correspondence between the slopes of the
plots usingd andu, and a correspondence that does not hold for
d* for these separating flows.

Unfortunately there is no explicit relation betweenu and d,
although an implicit one can be derived using the momentum
integral equation and additional assumptions about the velocity
profiles~cf. George and Castillo@23#!. For all the adverse pressure
gradient boundary layers considered~and as will be shown later!,
L'Lu , to within the experimental error, where

Lu[
u

rU`
2 du/dx

dP`

dx
52

u

U`du/dx

dU`

dx
, (22)

and theu is the momentum thickness. Most importantly, for all the
boundary layers considered,Lu also appears to be a single con-
stant. Thus, at least for these boundary layers, the additional semi-
empirical relation,

u;U`
21/Lu, (23)

is at least approximately valid. Clearly this is satisfied for the APG
data of Fig. 2.

Table 1 lists all the linear fit results of Fig. 2. It is clear that
there is a good linear relationship between the log(U`) and both
log(u) and log(d), exactly like the APG boundary layers which did
not separate. Thus, even though the boundary layer approaches
separation, the outer flow apparently tends to remain in equilib-
rium similarity, and its state can be characterized by eitherL or
Lu , at least until the boundary layer equations themselves break
down. This is important, since thetheorydepends only ond, and
u can only be inferred from the momentum integral~cf. George
and Castillo@23#!. Note that the average valueL50.23 is slightly
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higher than the value of 0.22 for equilibrium adverse pressure
gradient boundary layer suggested by Castillo and George@21#,
and slightly higher than the average of theLu values.

Figure 3, shows the same experimental data of Fig. 2. but now
characterized with the single average value ofLu50.21. Clearly,
all the measurements with eventual separation can also be charac-
terized by a single value. If the constancy of this value was not a
surprise before, its applicability to these boundary layers certainly
is.

4 The Integral Momentum Equation and the Separa-
tion Criterion

The integral boundary layer equation can be written as

Cf

2
5

du

dx
2~21H !

u

rU`
2

dP`

dx
. (24)

This can be rewritten using the definition for the pressure param-
eterLu as:

Cf

2
5

du

dx
@12~21H !Lu#. (25)

Using the definition for separation by Simpson@2#, the mean shear
stressCf50 but du/dxÞ0 at the same point. Then the above
integral boundary layer equationat separationreduces to,

Hsep5
1

Lu
22. (26)

This form of the integral equation would be of little use if it was
not for the fact that the log-log plots show that the equilibrium
similarity theory appears to describe the outer boundary layer al-
most and perhaps beyond separation with a constant value,Lu
>0.2160.01. It follows immediately that the value of the shape
factor at separation is given byHsep>2.7660.23. This is an
amazingly simple result, and is determined entirely by the equi-
librium similarity of the outer boundary layer, with no assump-
tions at all about the inner part.

Table 2 shows the shape factor at separation from various ex-
periments cited previously, along with the present similarity
analysis results for shape factor. The experimental values are
those provided by the original authors even though the methods of
determination varied. Notice that the experimental data studied
here include the classical experimental data of Schubauer and
Klebanoff@26#, Newman@27#, and Ludweig and Tillmann@28#, in
which they use hot-wire as a measurement tool. Because of direc-
tional insensitivity of hot-wire, they could not give an exact de-
scription of separation location in the flow. Therefore, only the
last measured position is shown here, which could be regarded as
the intermittent separation point. Simpson@2,1# used an LDA
measured the velocity profile in the separation region, and the
intermittent detachment region was interpolated from the experi-
mental data. Alving and Fernholz@6# used an asymmetric bound-
ary layer flow with eventual separation and reattachment region,
and a pulse-wire to measure the back flow.

Comparing the experimental result with the current result, the
new result is remarkably successful, especially given the uncer-
tainty of the data, both forLu and the value ofH at separation. In
addition, notice that we are seeking the shape factor at the sepa-
ration position. However, this result seems to describe the ITD
position for the some of classical experiments. For the relatively
new experiments, this value proves very successful.

It should be noted that the value ofLu50.21 is a composite
value obtained by regression fits to many data sets as shown in
Table 2 and Fig. 3. The success of this value is illustrated by
figures in this paper. The individual estimates, however, varied by
as much as60.01 from the composite value. Thus, the individual
estimates ofHsep could also vary as 2.5,Hsep,3.0. This is a
large range indeed, and certainly spans the range of the experi-
mental values in the table. Clearly, there is a demand for new
experiments to determine whether the values ofLu andHsep are
universal, or whether the differences are real.

The proposed theoretical value is very close to some of the
previous empirical results discussed earlier.

• First, the proposed shape factor is consistent with the result by
Sandborn and Kline@13#, Eq. 3, which shows that the incipient
separation occurs whend* /dsep50.43 andHsep52.7. Working
backwards, the uncertainty range ofH from the present theory
using the data cited above suggests thatd* /d at separation should
be in the range of 0.33<d* /d<0.5. The relation between the
present theory and the Sandborn/Kline correlation can best seen
by plotting H versusd* /d as shown in Fig. 4. The vertical lines
show the range of the Sandborn/Kline values, the horizontal lines
the uncertainty range ofH from the present theory. The top plot in
Fig. 4. shows all the equilibrium turbulent boundary layers with
very strong adverse pressure gradient,@26,29,30,31,32#, but with-
out separation. It is obvious that all of these measurements are
below the separation zone. The bottom plot in Fig. 4. shows all the

Fig. 1 Top : Plots of U` versus d99 for APG data. Bottom :
Plots of U` versus d99 for FPG data. Both plots are normalized
with U` i and u i for first measured location. The data have been
normalized by the free stream velocity and the momentum
thickness at the most upstream position.
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experiments with separation. The separated or intermittent sepa-
ration positions have been circled. It is clear that most of these
points fall into the separation region, which is remarkable consid-
ering the difficulty of the actual measurement. Therefore, Fig. 4.
provides a useful picture to describe the separation zone, and em-
phasizes that separation in the turbulent boundary layer is perhaps
a process instead of a single event~as indicated by Simpson@2#!.
• Second, this result agrees with Kline et al.@3# one-parameter
correlation prediction. The shape factor at the intermittent detach-

ment is shown to be 2.7. Notice that the intermittent detachment
here refers togw55%220% instead ofgw520% by Simpson
et al. @2#.
• Third, this investigations is also in agreement with the recent
study by Sajben and Liao@14#. They assumed that the normalized
specific momentum defect reaches a maximum value at detach-
ment position, which experimentally corresponds to ITD withH
52.7.
• Forth, this result is consistent with the latest experimental data
for separation by Alving and Fernholz@6#. Using a pulse-wire as
the measurement tool, a shape factor of 2.78 is found at the sepa-
ration position. Also this result is within the range of 2.8560.1
reported by the Dengel and Fernholz@5#.

Finally, in addition to the experimental evidence cited above,
there are a number of indirect inferences which can be made from
industrial practice and from laboratory experiments in which the
boundary layers did not separate. For example, one common de-
sign criterion for industrial turbine designers to avoid separation
on compressor blades is tonot allow the shape factor to exceed
2.5 ~Håll @29#. Another example is the recent experiment of Els-

Fig. 2 Equilibrium boundary layers with eventual separation: log-log plots of U`

versus u, d* and d.

Table 1 The pressure parameter for turbulent boundary layers
with separation

Experiments~separation! Lu L Ld1

Newman@27# 0.223 0.228 0.212
Ludweig & Tillmann @28# 0.194 0.213* 0.171
Alving & Fernholz @6# 0.212 0.226 0.219
Simpson et al.@2# 0.214 0.222 0.137
Simpson et al.@1# 0.212 0.251 —
Schubauer & Klebanoff@26# 0.213 0.257* 0.174
R.M.S. 0.2160.01 0.2360.02 0.1960.03

*d95 is used instead ofd99
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berry et al.@22# that created an equilibrium boundary layer on the
verge of separation, but found it necessary to keep the shape fac-
tor below 2.6.

5 Summary and Conclusions
Using the RANS equations and similarity analysis, it was

shown that:

• The outer part of separating boundary layers are also equilib-
rium similarity boundary layers characterized by a constant pres-
sure parameters.
• The pressure parameterLu is nearly same for all the APG flows
with eventual separation; in particular,Lu50.2160.01.
• It is possible to characterize boundary layers at separation by
Hsep52.7660.23. This value of shape factor is in close agree-

Fig. 3 Equilibrium boundary layers with eventual separation: log-log plots of U`

versus d and u.

Table 2 The values for the shape factor H

Experiment Lu Hsep H5
1

Lu
22 Position Boundary layer description

Schubauer & Klebanoff@13# 0.21 2.84 2.76 the last point airfoil type flow-hot-wire
Newman@27# 0.22 2.46 2.55 the last point airfoil type flow-hot-wire
Ludwieg & Tillmann @28# 0.19 2.04 3.26 the last point diverging channel flow-hot-wire
Simpson et al.@1# 0.21 2.62 2.76 ITD airfoil type flow-LDA
Simpson et al.@2# 0.21 2.97 2.76 ITD airfoil type flow-LDA
Alving & Fernholz @6# 0.21 2.78 2.76 Detachment asymmetric flow-Pulse-wire
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ment with the ITD position for the experimental data studied here.
This result also agrees with other investigations for the ITD posi-
tion.

In conclusion, it appears that even separating boundary layers
have a tendency to remain in an equilibrium similarity state, at
least the outer part of the boundary layer. These equilibrium
boundary layers are characterized by a constant pressure param-
eterLu50.21. Nonetheless, although a correlation for separation
has been establishedif it occurs, the important task of explaining
why it happens andhow it can be predicted remains. Perhaps
equilibrium similarity considerations will ultimately provide this
insight as well.
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Nomenclature

H 5 shape factor
Hsep 5 shape factor at separation
Rso 5 outer Reynolds stress scale

Usep 5 velocity at separation
Uso 5 unknown outer velocity scale
U` 5 free stream velocity

U`2U 5 velocity deficit
u* 5 friction velocity, u

*
2 5tw /r

L 5 pressure parameter, (d/rU`
2 dd/dx)(dP` /dx)

d 5 boundary layer thickness,d99
u 5 momentum thickness,*0

`(U/U`)(12U/U`)dy
Ld

* 5 pressure parameter, (d* /rU`
2 dd* /dx)(dP` /dx)

Lu 5 pressure parameter, (u/rU`
2 du/dx)(dP` /dx)

d* 5 displacement thickness,*0
`(12U/U`)dy

u i 5 momentum thickness at first measured position
* 5 ~unknown! dependence on upstream conditions
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Assessment of Reynolds-
Averaged Turbulence Models for
Prediction of the Flow and Heat
Transfer in an Inlet Vane-Endwall
Passage
Predictions of the flow and thermal fields in an inlet vane passage are obtained via
solution of the incompressible Reynolds-averaged Navier-Stokes (RANS) equations. RANS
predictions of the steady-state solutions are obtained using two scalar eddy viscosity
models and full Reynolds stress transport to close the turbulent stress in the momentum
equations. The turbulent heat flux is modeled using a constant turbulent Prandtl number.
In the geometric configuration of the inlet vane passage, the hub endwall is flat. Calcu-
lations are performed for a baseline configuration and an additional configuration in
which secondary air is injected through three small, angled slots positioned upstream of
the vane leading edge. Solutions are obtained on unstructured grids with the densest mesh
comprised of 1.93106 elements. The simulations are assessed via an inter-comparison of
predictions obtained using the different models, as well as through evaluation against
experimental measurements of the Stanton number and cooling effectiveness on the hub
endwall. The flow develops from a turbulent boundary layer at momentum thickness
Reynolds number 955 prescribed at the inlet to the computational domain, 1.3 axial chord
lengths upstream of the vane leading edge. The mean velocity at the inlet is prescribed to
match an experimentally-measured profile with low freestream turbulence. For the case
with secondary air injection, the blowing ratio was 1.3. Solid surfaces are isothermal at
temperatures below that of the mainstream gas. Simulation results show that the vortical
structures resolved by the models in the vicinity of the vane leading edge for the baseline
case are relatively insensitive to the particular turbulence closure. The elevation in heat
flux levels due to entrainment of higher temperature mainstream gas towards the endwall
by the horseshoe vortex is captured, Stanton number distributions exhibit adequate agree-
ment with measured values. While there are similarities in the coherent structures re-
solved by the models, details of their evolution through the passage lead to differences in
heat transfer distribution along the endwall. Secondary air injection strongly distorts the
flow structure in the vicinity of the leading edge, the vortical structures that develop in the
calculations with air injection evolve primarily from the interaction of the fluid issuing
from the slots and the mainstream flow. Elevated levels of cooling effectiveness predicted
by the models correspond to larger areas of the endwall than measured, peak Stanton
numbers are higher than the experimental values.@DOI: 10.1115/1.1760535#

1 Introduction and Overview
The flow within vane passages in gas turbine engines is com-

plex, characterized by interactions between coherent vortical mo-
tions that affect endwall and vane surface heat transfer and con-
tribute significantly to aerodynamic losses. From a thermal
standpoint, the environment of the first-stage vane and endwalls
~hub, tip! is particularly harsh. Consequently, strategies for com-
ponent cooling have been under investigation for many years
~e.g., see the recent review by Dunn@1# and references therein!.
As is also discussed by Dunn@1#, in order to improve the knowl-
edge base for understanding, and eventually controlling, the heat
transfer, an understanding of the underlying flow structure is
needed. Numerical simulation and modeling provide a valuable
tool for studying flow and heat transfer in complex flows; as com-

puter capacity continues to increase the efficiency of simulations,
modeling will evolve as a more integral component in analysis
and design.

All aspects of computational strategies for predicting the veloc-
ity and temperature fields in vane passages are challenging, from
the design and construction of the grid on which the Navier-
Stokes equations are discretized, to solution, and subsequent post-
processing and interpretation. A hierarchy of simulation tech-
niques are possible, from the most fundamental—Direct
Numerical Simulation~DNS! in which no explicit turbulence
model is used—to techniques that introduce more empiricism,
e.g., Large Eddy Simulation~LES! which models the effect of the
small, unresolved scales of motion, and Reynolds-averaged
Navier-Stokes~RANS! approaches which model the entire spec-
trum of turbulent motions. The computational cost of time-
dependent, eddy-resolving techniques such as DNS and LES is
not insignificant, even more so for geometries with finer-scale
features, e.g., cooling passages, discrete slots, and/or film cooling
holes. While these methods are valuable research tools and will
continue to be applied to complex flows, the bulk of current mod-
eling is based on application of RANS methods.
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In RANS modeling, the governing equations are averaged over
time or ensembles, the averaging process yielding the turbulent
Reynolds stress and turbulent heat flux in the momentum and
energy equations, respectively. Many of the more widely used
closure models link the Reynolds stress to the mean strain rate via
scalar eddy viscosity, more complex approaches solve for the
Reynolds stresses from their~modeled! transport equations. Irre-
spective of the details of the particular closure model, substantial
empiricism is required. For flows with heat transfer, additional
modeling is required to close the turbulent heat flux, often by
assuming it can be modeled using a gradient-transport approach
and then introducing the turbulent Prandtl number. In gas turbine
applications, the velocity field in inlet vane passages is character-
ized by influences that are difficult to capture, e.g., strong pressure
gradients, mean-flow skewing, and streamline curvature. Thus,
given the level of empiricism in RANS models, prediction of
configurations that combine many of the complicating influences
encountered in practice provides a useful avenue for evaluating
current capabilities. The overall objective of this contribution is
application and assessment of RANS models in predicting the
flow and thermal fields in an inlet vane passage. The simulations
are evaluated via an inter-comparison of the solutions obtained
using different models and compared to experimental measure-
ments of endwall distributions of the Stanton number and cooling
effectiveness.

Related works include the investigation reported by Hilde-
brandt and Fottner@2# on the influences of the turbulence closure
and grid resolution, the calculations were evaluated using experi-
mental measurements of the compressible flow through a linear
turbine cascade. Three two-equations models were used in the
study, one high- and two low-Reynolds numberk-« closures,
along with two levels of mesh refinement~up to 1.143106 hexa-
hedral cells!. For the high-Reynolds number model, the distance
to the first cell center from the wall wasz1

1.30 and withz1
1

,2 for the low-Reynolds number closures. The investigators con-
cluded that the main effect on the quality of the computations was
grid resolution and that additional calculations were needed in
order to develop grid-independent solutions, illustrating the chal-
lenge faced in developing completely grid-independent predic-
tions of three-dimensional turbulent flows through complex
geometries.

Kalitzin and Iaccarino@3# modeled the flow and thermal fields
in the endwall and airfoil boundary layers of a linear cascade, also
focusing on the roles of the turbulence models and grids in deter-
mining solution quality. Computations were performed using Flu-
ent @4# and CFL3D. One focus of the study was the influence of
the turbulence models on heat transfer predictions, using for com-
parison experimental measurements obtained in the NASA-Glenn
Transonic Turbine Blade Cascade Facility. The Spalart-Allmaras
@5# andv22 f @6# RANS models were used in the computations.
Five critical regions at the endwall were identified in the heat
transfer solution—at the vane-endwall junction near the stagna-
tion point, in the region of minimum pressure near the vane suc-
tion surface, across the entire mid-downstream region of the pas-
sage, a localized region near the trailing edge in the wake, and a
thin strip near the end of the vane suction side. Both RANS mod-
els performed adequately without clear differences between the
predictions. The need for high-quality meshes, required to capture
the vortical flows dominating the region around the leading edge
and in the passage, was highlighted by the investigators.

Heidmann et al.@7# used Reynolds-averaged approaches to pre-
dict the three-dimensional flow and heat transfer in a film-cooled
turbine vane, the geometry corresponding to that chosen for an
experimental investigation. A low-Reynolds numberk-« model
was used, the flow was resolved using a grid size of 1.23106

hexahedral cells. A focus of the investigation was on the flow
physics and details of the solution in the vicinity of the cooling
holes. Simulation results showed that the holes exhibited the ex-
pected jetting behavior as reported in Leylek and Zerkle@8#, the

peak mass flux was influenced by both external static pressure
variation and the hole orientation. Shaped holes, for example,
were effective in producing a low-velocity, uniform film layer.

For brevity and because this paper mainly reports computa-
tional work, a separate review of earlier experimental works rel-
evant to the present study is not presented. However, in a recent
review, Dunn@1# presented an extensive overview of the existing
literature related to both measurement and prediction of heat
transfer in turbomachinery applications.

1.1 Objectives. One of the principal motivations for the
present effort is mitigation of high heat flux levels in the vicinity
of the vane leading edge and along the endwall. As is well known,
increases in heat transfer rate near the leading edge of the vane is
brought about via the rollup of the upstream boundary layer into a
horseshoe vortex, which in turn provides a mechanism for trans-
port of hot mainstream gas to the endwall~e.g., see@9,10# and
references therein!. Cooling strategies, e.g., the use of film cool-
ing, have long been employed to reduce vane and endwall tem-
peratures with a substantial body of research focusing on vane-
passage aerodynamics to interpret and understand heat transfer
characteristics brought about by film cooling~e.g., see@11,1#!. In
this study, the approach employed to alleviate high heat transfer in
the vicinity of the vane leading edge is the introduction of sec-
ondary air through three discrete slots in the endwall, upstream of
the vane leading edge. The slots are angled with respect to the hub
endwall and provide a means to increase cooling effectiveness in
the critical region at the vane-endwall junction.

As shown below, the secondary air injection strongly alters the
vortical structure in the flow, both in the vicinity of the vane
leading edge as well as within the passage. Insight into the
changes are investigated via identification of coherent structures
in the flow using the scheme proposed by Jeong and Hussain@12#.
Coherent structures are identified based on an eigenvalue analysis
of the symmetric tensorSikSk j1V ikVk j whereSi j andV i j are the
strain- and rotation-rate tensors, respectively. Using this approach,
it is possible to identify in the baseline configuration~without
introduction of secondary air! the dominant vortical structures and
to contrast the view of the structural elements in the solutions
under the influence of air injection.

In the following, the velocity and temperature fields are solved
within a single passage. The role of the turbulence model is ex-
amined in a series of computations of a baseline configuration and
a subsequent geometry in which cooler secondary air is intro-
duced through three discrete slots angled at 20 deg to the endwall
and positioned upstream of the vane leading edge. The influence
of the vortical motions in the flow on endwall transfer is investi-
gated. As shown later, the coherent structures predicted by the
models, while possessing globally similar features~e.g., rollup of
a horseshoe vortex!, do not describe identical evolutions of the
vortical flow upstream of and through the passage. These struc-
tural differences resolved by the models are relevant in that it is
also shown that surface heat transfer characteristics can be inter-
preted via the coherent structures resolved by a given model. The
calculations are assessed via inter-comparison of results obtained
using the various models along with evaluation against
experimental measurements of the endwall Stanton number and
cooling effectiveness.

2 Approach

2.1 Configuration and Primary Diagnostics. A plan view
of the geometry near the leading edge of the vane is shown in Fig.
1. The vane configuration in the computations follows the mid-
span shape of the three-dimensional vanes used in the companion
set of experiments. The calculations were of the flow around a
single vane, with periodicity applied in the pitchwise~y! direction.
Also shown in Fig. 1 are surface grids on the endwall and the
leading-edge region of the vane. The plan view in Fig. 1a shows
the three small slots, inclined at 20 deg to the endwall~Fig. 1b!,
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positioned upstream of the vane and used for injection of second-
ary air. The four planes indicated in Fig. 1a define the plane la-
beled L1 and the planes labeled S1, S2, and S3 which are normal
to the vane suction surface at the locations along the passage
shown in the figure. As discussed in greater detail in the next
section, properties of the solutions in these planes are investigated
in interpretation of the simulation results. The inlet boundary to
the domain was 1.3 axial chord lengths upstream of the vane
leading edge. In the experiments, a turbulent boundary layer was
created by tripping the flow upstream of this position. The mo-
mentum thickness Reynolds number of the boundary layer 1.3
axial chord lengths upstream of the vane was Reu5955, a turbu-
lent profile at the same Reu was then introduced at the inlet to the
computational domain. Other geometric and flow parameters are
summarized in Table 1.

For computations in which secondary air was introduced, the
slots were included in the computational domain, a view in plane
L1 that includes the center slot is shown in Fig. 1b. This allowed
non-uniformities in the exiting flow to be partially accounted for
by the computational model, though without a complete inclusion
of the supply plenum the present approach remains approximate.
For the incompressible flow considered in this work, the blowing
ratio, BR, reduces to the ratio of the uniform inlet velocity at the
entrance to the slot normalized by the freestream velocity at the
inlet to the computational domain. The blowing ratio was set
equal toBR51.3 for calculations with secondary air injection~the
same value as in the experiments with blowing!.

Comparison against experimental measurements is achieved us-
ing the endwall distributions of the Stanton number,St, and cool-
ing effectiveness,h. These quantities are defined as,

St5
qw9

rU`cp~Tr2Tw!
, h5

T`2Tr

T`2Ts
, (1)

where r and cp represent the fluid density and specific heat at
standard atmospheric conditions, respectively. The free-stream ve-
locity and freestream temperature are denotedU` andT` in ~1!,
respectively,Tr is the reference fluid temperature at the wall~i.e.,
the adiabatic wall temperature!, qw9 is the heat flux into the wall,
andTs is the temperature of the secondary air injected through the
slots. The wall temperature is denotedTw in ~1!. Note that the
reference fluid temperatureTr (5hTs1(12h)T`) represents the
temperature of the mixed main air and secondary~cooling! air, the
difference (Tr2Tw) drives the heat transfer from the~hotter!
mixed air to the wall.

To obtainStandh for the solution with secondary air injection,
two computations using different secondary air temperatures were
performed. The first with ‘‘hot’’ secondary air, i.e., at a tempera-
ture above the mainstream fluid and a second calculation with
‘‘cold’’ secondary air at a temperature below that of the main-
stream gas. By assuming that the Stanton number and cooling
effectiveness are the same for the two computations,~1! can be
solved forSt, h, andTr . This approach is identical to the proce-
dure employed in the companion experiments to calculate these
quantities. In the simulations, the consistency of these procedures
was checked by performing an additional computation with insu-
lated walls~zero heat flux!, which yielded the adiabatic wall tem-
peratureTr directly, the distribution found identical to that ob-
tained using the two computations with hot and cold secondary
air.

The specific values of the temperatures of the mainstream fluid
at the inlet to the computational domain and of the secondary air
introduced into the slots were the same as in the experiments. The
mainstream fluid temperature was 316.8 K, the ‘‘hot’’ and ‘‘cold’’
secondary air temperatures for the computations with blowing
were 322.1 K and 313.1 K, respectively. The walls were isother-
mal with a temperature boundary condition of 309.15 K, identical
to the transition~to color green! temperature of the thermochro-
mic liquid crystal~TLC! used for the heat transfer measurements.
The simulations reported in this contribution were performed with
low freestream turbulence, corresponding to the'1% freestream
turbulence intensity in the companion experiments.

In the experiments, the heat transfer distribution on the hub

Fig. 1 View of the hub endwall in the vicinity of the vane leading edge and slots for secondary air
injection. „a… plan view; „b… side view showing plane L1. The four planes for which solutions are ana-
lyzed in more detail shown in the plan view. Streamwise „x …, distances in meters.

Table 1 Inlet boundary layer properties and vane characteris-
tics.

Parameter Value

Momentum thickness Reynolds number, Reu 955
Boundary layer thickness,d99 14 mm
Boundary layer shape factor 1.41
d99 /R (R5vane leading edge radius! 0.62
vane inlet angle, exit angle 0, 75 deg
vane pitch/true chord length 0.75
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endwall was measured by convective the transient TLC technique.
The uncertainty in the measured heat transfer coefficient is esti-
mated to be610% over most of the endwall. That in the cooling
effectiveness is about the same. However, since a one-
dimensional, semi-infinite medium formulation of transient heat
conduction was used for the hub endwall in the TLC method,
higher uncertainty~up to612%! in the measurements is expected
near the vane-endwall junction.

2.2 Solution Procedure and Turbulence Models. The
Reynolds-averaged equations governing conservation of mass and
momentum for an incompressible fluid and assuming constant
fluid properties were solved using Fluent@4#. The thermal field
within the vane passage was predicted via solution of the
Reynolds-averaged thermal energy equation. The numerical
method is based on a finite-volume approach and is second-order
accurate, the SIMPLEC method@13# is used for the pressure-
velocity coupling. The resulting system of algebraic equations
were solved using a segregated iterative approach.

Computations were performed on a series of unstructured grids
comprised of hexahedra and prisms that were generated using
Gambit @4#. Each grid was comprised of two blocks, one that
contains the inlet boundary layer and the second block containing
the domain around the vane, propagated into the wake region
downstream of the vane. In the first block, hexahedral cells were
employed, using quadrangular elements at the endwall and at the
lateral faces of the domain, and then projecting the~two-
dimensional! endwall mesh through the spanwise direction. In the
second block, a two-dimensional O-mesh with quadrangular ele-
ments was created around the vane using a boundary-layer grid-
type in Gambit. The stretching ratio between consecutive cells
from the vane wall was 1.17, the same as for the stretching from
the hub endwall. For the finest grids, and for both configurations
~i.e., with and without secondary air injection! grid cells were
clustered near solid surfaces. Based on the friction velocity at the
inlet, the first cell center was within 0.7 viscous units of the end-
wall. The mesh within the slots for air injection was created using
hexahedral elements, including resolution of the boundary layer
along the slot walls. Initially, a two-dimensional grid was created
across the slot~i.e., a plane parallel to the endwall!, that for the
finest grid was comprised of 28328 elements. The planar grid
was then projected through the slot, 32 nodes were used to resolve
the solution along the streamwise axis of the slot. For the configu-
ration with secondary air injection, additional refinement of the
mesh in the vicinity of the slots above the endwall was also
employed.

A series of calculations were used to investigate grid conver-
gence, with the coarsest grid comprised of 2.53105 to the finest
grid of 1.93106 cells. Convergence in the skin friction with the
grid is demonstrated in plane L1 and plane S3 in Fig. 2. Figure 2a
shows that in plane L1 the skin friction upstream of the vane is
relatively insensitive to the grid, though the figure also shows that
for x larger than about 0.14 m, deviations are apparent with the
skin friction predicted using the coarsest grid below that using the
finer meshes. For the two finest grids, Fig. 2a shows little differ-
ence inCf . In plane S3, a similar influence of the grid on skin
friction predictions is observed. On the coarsest mesh,Cf levels
are substantially below those on the finer grids. Results presented
below were obtained on the finest mesh of 1.93106 cells.

The computations presented in the next section were of the
steady-state solution, convergence was monitored using the local
mass residual, i.e., the maximum imbalance of the mass flux in
any control volume at a given iteration. Residuals from the other
transport equations~momentum, thermal energy, and turbulence
transport equations! were typically smaller than those from con-
servation of mass. Thus, basing convergence on satisfaction of
mass conservation represented the most stringent criterion. In the
present simulations, a numerical solution was considered con-
verged when the maximum mass imbalance for any control vol-

ume within the domain was less than 1028, rather than the usual
standardized residual. Using this criterion, approximately 4000
iterations were required for convergence.

The inlet velocity profile was obtained from an auxiliary calcu-
lation in which boundary layer parameters matched the measured
values~c.f., Table 1!. The outlet boundary condition was applied
along a planex5cnst, one axial chord length downstream of the
trailing edge. At the outlet, a constant pressure condition for the
momentum equations was prescribed along with zero surface-
normal gradient for the temperature and turbulence variables.
Computations with fixed mass-flux conditions at the outlet yielded
essentially the same predictions of the flow within the passage.
No-slip and constant temperature conditions were prescribed
along the vane and hub endwall. For computations that included
secondary air injection, a uniform velocity was prescribed at the
slot inlet, no-slip conditions were applied to the surface within the
slots. In the present computations, which resolved the vane and
endwall boundary layers, taking into account the entire range of
geometrical complexity, e.g., inclusion of the secondary air ple-

Fig. 2 Variation in the skin friction coefficient with grid reso-
lution, baseline configuration. „a… plane L1, the vane leading
edge coincides with the right vertical boundary in the figure;
„b… plane S3, the view is into the passage from upstream with
the suction side of the vane coinciding with the left vertical
boundary of the frame, the coordinate z is defined in the plane
„c.f., Fig. 1 …. Horizontal axis dimensions in meters. h 2.5Ã105

cells; , 4.75Ã105 cells; s 9Ã105 cells; L 1.9Ã106 cells.
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num, was not possible. A zero stress condition was applied to the
upper ~tip! endwall, periodic conditions were applied along the
pitchwise direction.

Results from computations performed using three RANS mod-
els are presented in the next section: the Spalart-Allmaras@5#
~referred to as S-A throughout! one-equation model, RNGk-«
@14#, and a Reynolds stress transport model@15# ~referred to as
RSM throughout!. S-A and RNGk-« relate the turbulent Reynolds
stress to the mean strain rate using a scalar eddy viscosity. In S-A,
a single transport equation is solved for a working variable,ñ,
which is related to the turbulent eddy viscosity,nT , the advantage
of the working variable is its linear behavior near the wall and that
damping functions are not required. The model includes a wall
destruction term that reduces the turbulent viscosity in the log
layer and laminar sublayer, and trip terms that provides a smooth
transition from laminar to turbulent flow. Note that in the present
investigation, because the boundary layer in the experiments was
fully turbulent~having been tripped upstream!, the trip terms were
not used in the computations.

RNG k-« computes the eddy viscosity using solutions of the
transport equations governing the turbulence kinetic energy and
dissipation rate. An approach based on Renormalization Group
Theory is developed in Yakhot et al.@14# for derivation of model
constants different from the standardk-« model, in addition to
new terms and functions in the transport equations for both vari-
ables. An important difference between RNGk-« and the standard
k-« model appears in the dissipation equation through an addi-
tional term that has the effect of raising«, consequently lowering
k and also the turbulent eddy viscosity, in regions of high strain
rate. This feature should, in principle, be an advantage in applica-
tion to the current vane-passage.

The Reynolds stress transport model was used in the present
computations in order to improve context in interpretation of the
results obtained using the other closures. In Reynolds stress trans-
port, the turbulent Reynolds stress is computed directly from its
transport equation, solution of the« equation provides the remain-
ing turbulence scale. In flows with complicating effects such as
those encountered in vane passages—strong pressure gradients,
mean-flow skewing, and streamline curvature—RSM models
would appear to offer an advantage over scalar eddy viscosity
approaches in that the transport equations possess several exact
terms and, therefore, a closer connection to the exact equations.
The production of turbulent Reynolds stress via normal-stress an-
isotropy is an example of an improvement that can be captured by
RSM models and not the scalar eddy viscosity approaches~em-
ploying a Boussinesq constitutive relation!. In addition, Reynolds
stress transport modeling also formally accounts for the effects of
streamline curvature, and rapid changes in strain rate more rigor-
ously than one- and two-equation models. While possessing more
exact terms, the computational cost of the calculation is substan-
tially greater—the approach requires solutions of seven transport
equations for the model—and the models are not without empiri-
cism ~e.g., in the pressure and dissipation terms!. In the present
computations, for example, a linear model is used for pressure-
strain @16,15# and with the turbulent diffusion terms closed using
a scalar~rather than tensor! diffusivity @17#.

All the closures are integrated to solid surfaces, i.e., the near-
wall flow is resolved rather than modeled using wall functions.
The boundary condition on the modified viscosity in the S-A
model is straightforward,ñ50. For the RNGk-« and RSM clo-
sures the two-layer approach of Chen and Patel@18# is employed
in which the eddy viscosity in the viscous region is computed
using the kinetic energy obtained from its transport equation and
an algebraic mixing length. The dissipation rate computed from an
algebraic relation is used to smoothly bridge the near-wall distri-
bution of « to the values obtained from the transport equation in
the fully turbulent region. For the RSM predictions, the pressure-
strain closure is modified as outlined by Launder and Shima@19#
in which the model coefficients are modified in terms of the Rey-

nolds stress invariants and turbulence Reynolds number, Ret

5k2/n« wheren is the kinematic viscosity of the fluid.
For all of the computations, the turbulent heat flux appearing in

the Reynolds-averaged thermal energy equation was closed using
a constant turbulent Prandtl number,Prt50.9. Note that for the
RSM calculations, the turbulent Prandtl number is used to calcu-
late the turbulent eddy thermal diffusivity after forming the eddy
viscosity nT using the same formula as in the RNGk-« model.
The sensitivity of thermal field predictions was examined by per-
forming additional simulations using the S-A model with the tur-
bulent Prandtl number lowered from 0.9 to 0.8 and then withPrt
increased to 1.0.

3 Results

3.1 Baseline Configuration. Shown in Fig. 3 are tempera-
ture contours and streamlines predicted by each of the RANS
models for the baseline configuration in plane L1. All of the mod-
els show the development of the horseshoe vortex as evidenced by
the rollup of the streamlines, the figure showing variation in the
vortex location and size predicted by each model. Temperature
contours in Fig. 3 exhibit the distortion of the thermal field in the
leading edge plane due to the presence of the vane and rollup of
boundary layer fluid. The figure shows a slight thickening of the
temperature boundary layer upstream of the horseshoe vortex and
evidence of the transport of hotter mainstream fluid to the endwall
in the vicinity of the vane-endwall junction. In addition to the
primary horseshoe vortex, Fig. 3 also shows that in each of the
calculations a secondary, corner vortex is resolved~shown in the
lower right region of each frame!. Compared to the S-A result in
Fig. 3a, the RNGk-« prediction of the rollup of the horseshoe
vortex is nearer the vane leading edge. The S-A result also pre-
dicts a horseshoe vortex with a more elliptic cross-section and,

Fig. 3 Streamlines and contours of the dimensionless tem-
perature uÄ„TÀTw…Õ„T`ÀTw… in plane L1, baseline flow. The
vane leading edge coincides with the right vertical boundary of
each frame, axis dimensions are in meters. „a… S-A; „b… RNG
k-«; „c… RSM.
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though not obvious from Fig. 3, a small recirculating region is
induced slightly upstream of the horseshoe vortex~roughly in the
region 0.12,x,0.13). The RSM prediction in Fig. 3c yields dif-
ferent flow features to those resolved using scalar eddy viscosity
models, the horseshoe vortex is more compact and nearer the
vane-endwall junction. Thus, the figure shows that the details of
the solutions obtained using the RANS closures differ though the
overall thickness of the recirculating region is comparable, con-
sistent with similar descriptions of the boundary layer upstream of
the vane.

Shown in Fig. 4 are contours of the coherent structures in plane
S2. The prediction in Fig. 4a was obtained using the S-A model
and the suction- and pressure-side legs of two~this vane and the
adjacent vane, respectively! horseshoe vortices are identified~us-
ing ‘‘1’’ and ‘‘2,’’ respectively, in the figure!. Streamlines are not
drawn in plane S2 because of problems associated with post-
processing, i.e., obscuring the contours of the coherent structures.
Overall, RANS predictions of the size and relative positions of the
legs of the horseshoe vortex using the three models are similar.
The pressure-side leg of the horseshoe vortex from the adjacent
vane~‘‘2’’ in Fig. 4 ! predicted in the S-A result is larger and closer
to the suction side of the vane than predicted by the other models.
The suction-side leg of the horseshoe vortex predicted using S-A
is also slightly larger than that obtained in the predictions using
RNG k-« and RSM. The S-A and RSM results show that there is
a secondary structure~‘‘3’’ in Fig. 4 a! that is induced by the
suction-side leg, possessing the same sign of vorticity as the
pressure-side leg of the horseshoe vortex from the adjacent vane.

An analogous secondary structure is resolved beneath the
pressure-side leg~‘‘4’’ in Fig. 4 a! for all the models. Finally, the
S-A prediction shows at the right border of the frame, correspond-
ing to the pressure side of the adjacent vane, a corner vortex~‘‘5’’
in Fig. 4a!. In addition, all of the models show that along the vane
suction surface~left vertical border of the figure! a coherent struc-
ture is identified~‘‘6’’ in Fig. 4 a!.

Figure 5 shows coherent structures further into the passage, in
plane S3. Also shown in the figure are streamlines of the in-plane
velocities. Note that in plane S3, the structures in the left-half
portion of each frame are within the passage, while the structures
in the right-half portion of each frame are from the neighboring
passage and have evolved further along the mainstream direction.
In Fig. 5a, the suction-side leg of the horseshoe vortex~‘‘1’’ ! is
identified, along with the pressure-side leg~‘‘2’’ ! from the adja-
cent vane. A kidney-shaped coherent structure~‘‘3’’ ! is identified
and represents the vortical structure that has developed from that
induced beneath the suction side leg shown in Fig. 4~‘‘3’’ in Fig.
4!, along with structures developed near the vane-endwall junc-
tion. In the right-half portion of the frame, the larger kidney-
shaped structure~‘‘4’’ in Fig. 5 a! represents the downstream evo-
lution from those shown on the left-half sides of the frame. The
larger structure now represents the amalgamation of the pressure-
side leg and kidney-shaped structure shown in the left-half of the
frame. In the RNGk-« prediction, the suction-side leg from the
neighboring passage remains distinct while in the S-A prediction
the suction-side leg is no longer identified in the right-hand side of
the frame, having been diffused by the turbulence model and nu-
merics. Overall, and similar to the observation concerning the
flow structure shown in plane S2~c.f., Fig. 4!, RANS predictions

Fig. 4 Coherent structures in plane S2, baseline flow. View is
into the passage from upstream „suction surface on the left
vertical boundary, pressure surface of adjacent vane on the
right vertical boundary of the frame …, axis dimensions in
meters. „a… S-A; „b… RNG k-«; „c… RSM. Structures identified in
the S-A prediction, 1: suction-side leg of the horseshoe vortex;
2: pressure-side leg of the horseshoe vortex from the adjacent
vane; 3: counter-rotating structure induced beneath the
suction-side leg; 4: counter-rotating structure induced beneath
the pressure-side leg; 5: corner vortex adjacent to the pressure
surface of the adjacent vane; 6: vortical structure induced
along the vane suction surface.

Fig. 5 Coherent structures in plane S3, baseline flow. View is
into the passage from upstream „suction surface on the left
vertical boundary of the frame …, axis dimensions in meters. „a…
Spalart-Allmaras; „b… RNG k-«; „c… RSM. Structures identified
in the S-A prediction, 1: suction-side leg of the horseshoe vor-
tex; 2: pressure-side leg of the horseshoe vortex from the ad-
jacent vane; 3: evolution of the counter-rotating structure in-
duced beneath the suction-side leg shown in plane S2; 4:
coherent structure from the neighboring passage.
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of the vortical structure are not markedly different from one an-
other in plane S3. The in-plane streamlines exhibit comparable
features, showing the clockwise~when viewed from upstream as
in Fig. 5! rotation of the fluid due to the turning of the flow
through the passage. Figure 5 shows that the vortical motions
identified in the plane ‘modulate’ this overall clockwise rotation,
an important effect since endwallSt distributions are directly in-
fluenced by these motions as shown next.

Distributions of the hub-endwall Stanton number,St, for the
baseline configuration are shown in Fig. 6. Shown are the RANS
predictions obtained using all of the models, in addition to the
experimentally measured distribution. The experimental measure-
ment in Fig. 6d shows that the maximum Stanton number is
achieved in the leading edge region and is nearly 0.016, substan-
tially higher than the values in the upstream flow. Through the
passage and towards the pressure side of the vane, measuredSt
levels remain relatively high, in the rangeSt'0.012– 0.013. In
general, the measuredSt distribution exhibits similar features as
reported in the work by Radomsky and Thole@10#, e.g., the simi-
larly elevated heat transfer rates in the leading edge region.

The features in the endwallSt distributions predicted by the
RANS models are consistent with the flow visualizations of the
coherent structures described above. Rollup of the upstream
boundary layer around the leading edge of the vane and formation
of the horseshoe and corner vortices leads to high values ofSt at
the vane-endwall junction with predictions of theSt distribution
correlated to the flow structure resolved using the various clo-
sures. Maxima in the Stanton number, for example, are not pre-
dicted at the same locations along the endwall for each of the
models, the particular ranges and distributions being dependent
upon the relative proximity of the vortical structures to the vane
and endwall, as well as their size and intensity~e.g., as measured
by the peak vorticity within the structure!. RNGk-« predictions of
the peak St in the leading edge region are the highest,St
'0.0167, compared to S-A,St'0.0160. In general, in the leading
edge regionSt levels predicted using the Reynolds-stress transport
model are slightly lower than that obtained from the scalar eddy
viscosity models, e.g., the peak value isSt50.0152 for RSM.
Comparison of the measuredSt to that predicted shows that the

region corresponding to highSt levels directly adjacent to the
vane leading edge covers an area of somewhat greater extent than
predicted, though the maximum measured value,St'0.016 is pre-
dicted by the computations. Into the passage, near the suction
side, all the models predict higherStmaxima than measured. The
RNG k-« predictions of the Stanton number are the largest down-
stream of the leading edge along the thin strip that follows the
contour of the vane suction side. In general, the elevated levels of
St in this location arise from the interaction of the horseshoe and
corner vortices, which promote transport of hotter mainstream
fluid to the endwall. As the flow evolves further through the pas-
sage close to the suction side,St levels decrease to a range of
roughly 0.00920.011. Figure 6 shows that differences in RANS
predictions of the endwallSt are most apparent within the pas-
sage, downstream of the minimum-area section. All of the models
predict increases in the Stanton number, with the most significant
elevations obtained in the RNGk-« result ~maximum St
50.0165 in the passage!, followed by RSM ~maximum St
50.0159), and then S-A~maximumSt50.0147). These regions
of elevatedStare again strongly correlated to the local flow struc-
ture, e.g., the overall transport of the flow from the pressure side
to the suction side within the passage, an effect that transports
hotter mainstream fluid to the endwall~c.f., Fig. 5!. Closer to the
suction side, the overall upward motion of the flow results in
comparatively lowerSt. These effects are less apparent in the
experimental measurements, though there is some reduction inSt
observed across the passage, from the pressure to the suction
sides.

For the RNGk-« predictions the core of the vortical structures
are characterized by eddy viscosity levels lower by about a factor
of two compared to the S-A predictions and higher peak-vorticity
~almost two times the levels resolved in the vortex cores using
S-A!. RNG k-« predictions yield correspondingly smaller and
relatively more intense vortical structures than resolved in the S-A
predictions. Though not shown here, for the RNGk-« and RSM
models, elevated levels of turbulent kinetic energy are strongly
correlated to the coherent structures in the vicinity of the vane
leading edge, exhibiting less correlation with continued down-
stream evolution. As a result of these differences, in the middle of
the passage the pressure-side leg of the horseshoe vortex in the
RNG k-« predictions has the highest peak vorticity, an aspect that

Fig. 6 Hub-endwall Stanton number distribution, baseline configuration. „a… Spalart-Allmaras; „b…
RNG k-«; „c… RSM; „d… measured.
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promotes more efficient entrainment towards the endwall and,
consequently, higher Stanton numbers. In the RSM predictions,
the peak vorticity in the pressure-side leg is lower than in the
RNG k-« predictions, and about 40% higher than obtained using
S-A. Thus, in the RSM predictions, as in the RNGk-«, the vortical
structure of the pressure-side leg of the horseshoe vortex is more
intense, as indicated by the peak vorticity levels, than that ob-
tained in the S-A results. This implies that smaller and more in-

tense vortical structures characterize the coherent structures in the
RSM predictions, which results in higher endwall heat transfer
rates than S-A, though lower than RNGk-«.

As described in the previous section, while the underlying clo-
sure models for the momentum equations differ in various re-
spects, the turbulent heat flux is modeled by introducing a con-
stant turbulent Prandtl number,Prt50.9. Shown in Fig. 7 is the
influence ofPrt on the endwall Stanton number distribution from
predictions obtained using the S-A model. In addition to the cal-
culation performed usingPrt50.9, endwallSt distributions are
also shown from calculations withPrt50.8 and 1.0. In the vicin-
ity of the leading edge where the Stanton number is high via the
entrainment of hot mainstream gas by the horseshoe and corner
vortices, the maxima inSt from the three calculations are essen-
tially the same, i.e.,Stmax'0.0160. Further downstream, within
the passage and past the minimum-area section, the figure shows
more sensitivity toPrt , with the highest levels inSt obtained for
the smallest turbulent Prandtl number of 0.8. The maxima inSt
within the passage are 0.0157, 0.0147, and 0.0147 forPrt50.8,
0.9, and 1.0, respectively. Thus, while the variations are not sub-
stantial, the results seem generally consistent with the fact that
reductions inPrt correspond to increases in the thermal eddy
diffusivity compared to the value governing turbulent momentum
transport, the increases in maximum Stanton number levels with
reductions inPrt indicative of greater mixing of the thermal field
leading to an increase in the temperature gradient at the wall and
associated higher heat flux.

3.2 Effect of Secondary Air Injection. Predictions of the
flow and thermal fields used to investigate the influence of sec-
ondary air injection were obtained using the S-A and RNGk-«
models. Because of the limitations of available computational re-
sources, it was not possible to obtain solutions on the finest
meshes needed for grid independent solutions using the Reynolds
stress closure.

The effect of secondary air injection on flow structure in plane
L1 is shown in Fig. 8. The temperature contours shown in Fig. 8a
are from the solutions using cold secondary air, i.e., with the sec-
ondary air temperature below that of the mainstream flow. Com-
parison of the temperature contours to the corresponding baseline
case in Fig. 3a shows a significant alteration of the solution in
plane L1 due to injection. The vane-endwall junction is now ef-
fectively shielded by the secondary air, with most of the fluid near
the junction close to the temperature of the injected fluid. Though
not as pronounced as in the baseline configuration, very near the
vane-endwall junction, boundary layer fluid rolls up and forms a
small horseshoe vortex. The coherent structures educed in the
leading edge plane are shown in Fig. 8b, the horseshoe vortex
identified as ‘‘1’’ in the figure. Above the small horseshoe vortex
a second larger coherent structure is identified~‘‘2’’ in the figure!,
which is the structure that develops around the vane due to the

Fig. 7 Influence of Pr t on the hub-endwall Stanton number
distribution, baseline configuration. Predictions obtained using
the S-A model. „a… Pr tÄ0.8; „b… Pr tÄ0.9; „c… Pr tÄ1.

Fig. 8 Streamlines and contours of the dimensionless temperature uÄ„TÀTw…Õ„T`ÀTw… „in a…, and con-
tours of the coherent structures „in b… in plane L1, BRÄ1.3. Predictions obtained using S-A model. The
vane leading edge coincides with the right vertical boundary of each frame, axis dimensions are in
meters.
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interaction of the secondary air with the vane. Also shown in Fig.
8b is an identifiable structure that evolves slightly downstream of
the central slot location.

Streamlines, coherent structures, and temperature contours are
contrasted for the baseline configuration and secondary air injec-
tion case in Figs. 9 and 10. Shown in Fig. 9 are streamlines and
coherent structure contours in plane S1. Coherent structures
shown for the baseline configuration in Fig. 9a show the suction-
side leg of the horseshoe vortex~‘‘1’’ in the figure!, a secondary
structure induced by the horseshoe, and the corner vortex that is
initially formed near the vane leading edge~‘‘3BL’’ in the figure !.
Entrainment of hotter mainstream gas towards the endwall in the
baseline configuration, as shown in Fig. 10a, is the mechanism
responsible for elevated heat transfer levels in the vicinity of the
suction surface-endwall junction. Under the influence of second-
ary air injection, the vortical structure around the vane and near
the endwall is strongly distorted as shown in Fig. 9b. The small
horseshoe vortex identified in the leading edge plane in Fig. 8b
corresponds to the structure identified ‘‘1’’ in Fig. 9b. Similar to
that shown in Fig. 9a, the suction-side leg of the horseshoe vortex
in the flow with secondary air injection also induces a smaller
structure as observed in Fig. 9b. The jet fluid that interacts with
the vane above the endwall corresponds to the structure identified
‘‘2’’ in Fig. 9 b, the remaining structure identified in Plane S1
~‘‘3BR’’ in the figure! corresponds to a vortical structure that has
developed at the periphery of the suction-side slot.

Streamlines are again drawn in Fig. 10 along with temperature
contours from the calculation with secondary air injected at a
temperature below that of the freestream value. The result in Fig.
10a is the prediction of the flow and temperature field in plane S1
from the baseline configuration, using the S-A model. Between
the suction side of the vane and suction-side leg of the horseshoe
vortex, the figure shows the entrainment of hotter mainstream gas
to the wall, an effect that results in elevatedSt ~c.f., Fig. 6!. For
the solution with secondary air injection the temperature field in

Plane S1 shown in Fig. 10b is strongly distorted compared to that
obtained in the baseline configuration. Because of the injection of
cooler secondary air, fluid in the region near the suction side of
the vane and along the endwall is at a lower temperature than
observed in the baseline configuration. As shown below, this is
synonomous with a reasonably broad coverage of the endwall
with high cooling effectiveness.

The Stanton number and cooling effectiveness distribution on
the hub endwall from calculations performed using the S-A and
RNG k-« models and the experimental measurements are shown
in Fig. 11. Note that the images in Figs. 11e, f are actual labora-
tory images~CCD camera! of the vanes, endwall, and injection
slots. Any apparent mismatch in dimensions between these two
frames and Figures 11a-d results form the scaling of the labora-
tory images. In general, theSt distributions upstream of the vane
leading edge exhibit structure consistent with the interactions be-
tween the vortical flow resulting from the interaction with fluid
injected from the slots and the endwall. Both the S-A and RNG
k-« predictions show, for example, local increases inSt down-
stream of the narrow gap between the slots. Measured values ofSt
shown in Fig. 11e exhibit a similar effect though the measured
values are higher than predicted. The measured increase inSt just
downstream of the slots is an effect apparent in the RNGk-«
results, while the S-A predictions do not yield similar increases.
Analogous to the baseline configuration, the S-A prediction shows
a thin region near the vane leading edge and slightly into the
suction side in whichSt levels are high, the maximum value is
around 0.020 compared to a maximum of 0.016 in the baseline
configuration~c.f., Fig. 6a!. While the S-A predictions ofSt are
high in the leading edge region, Fig. 11b shows that the cooling
effectiveness in the vicinity of the vane leading edge is substan-
tial. The S-A and RNGk-« predictions ofh exhibit similar fea-
tures, reasonable coverage of elevated cooling effectiveness near
the leading edge and with roughly half the of the endwall area
within the passage, near the pressure side, also corresponding to

Fig. 9 Streamlines and contours of the coherent structures in plane S1. View is into the passage from
upstream „suction surface on the left vertical boundary of the frame …, axis dimensions in meters. Predic-
tions obtained using the S-A model. „a… baseline; „b… BRÄ1.3.

Fig. 10 Streamlines and contours of the dimensionless temperature uÄ„TÀTw…Õ„T`ÀTw… in plane S1.
View is into the passage from upstream „suction surface on the left vertical boundary of the frame …, axis
dimensions in meters. Predictions obtained using the S-A model. „a… baseline; „b… BRÄ1.3.
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high h. Measured values ofh are high downstream of the slots
close to the leading edge of the vane, values around 0.5 are mea-
sured along the strip adjacent to the vane pressure side. Both the
RNG k-« and S-A models predict a larger area of elevatedh near
the pressure side of the vane.

4 Summary
RANS predictions of the flow and thermal fields in an inlet

vane passage were obtained using scalar eddy viscosity ap-
proaches based on one- and two-equation transport models, in
addition to ~for the baseline case! predictions from a Reynolds
stress transport model. The calculations were evaluated via an
inter-comparison of the different model results and against experi-
mental measurements of the Stanton number and cooling effec-
tiveness on the hub endwall. For all of the models, the turbulent
heat flux was closed using a constant turbulent Prandtl number of
0.9. Computations were also performed using the S-A model and
turbulent Prandtl numbers of 0.8 and 1.0 in order to gauge sensi-
tivity of endwall heat transfer predictions to the choice ofPrt .

Vortical structures in the solutions were educed using the tech-
nique developed by Jeong and Hussain@12#. In the baseline case,
a well-defined horseshoe vortex develops in the leading edge re-
gion of the vane, with a small corner vortex also resolved in the
calculations. The evolution of the vortical flow through the pas-
sage exhibits similar features for each model, though differences
in structural features are strongly correlated to the differences in
the endwall surface transfer characteristics.

The flow field predictions were generally similar, especially in
the leading edge region. The particular Reynolds stress transport
model employed in this investigation did not offer strong advan-

tages in the leading edge region since simpler models are well
calibrated, able to accurately describe boundary layer growth up-
stream of the vane, in turn describing somewhat similar vortical
structures in the leading edge region. Within the passage, differ-
ences are observed in the structural/vortical features resolved by
the models, and it might be anticipated that other Reynolds stress
models that are more sensitive, for example, to streamline curva-
ture could show larger variations. Relevant in this regard is the
quadratic pressure-strain model of Speziale et al.@20#. More com-
prehensive investigations that should include experimental mea-
surements of the passage flow field would be valuable in shedding
light on these issues.

Computations with secondary air injection through slots up-
stream of the vane showed a very strong distortion of the vortical
structure in the vicinity of the leading edge region. Development
of vortical structures due to the interactions of the fluid issuing
from the slots with the mainstream flow resulted in significant
structural differences in the vicinity of the vane leading edge,
resulting in endwall signatures ofStandh that were substantially
altered compared to the baseline case.

In the vicinity of the leading edge, the region of substantial
cooling effectiveness was relatively large, similar to that observed
in the experimental measurements. Computed endwall Stanton
numbers very close to the vane leading edge were higher than in
the baseline configuration, unlike the change in the measured val-
ues caused by the introduction of secondary air. Flow visualiza-
tions from the computations show that in the regions with rela-
tively high cooling effectiveness, fluid temperatures are near that
of the secondary air. A marked difference compared to the experi-

Fig. 11 Hub-endwall Stanton number and cooling effectiveness, BRÄ1.3. „a…-„b… Spalart-Allmaras;
„c…-„d… RNG k-«; „e…-„f … measured.
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mental measurements ofh was the larger extent of the cooled
endwall surface within the passage in the calculations.
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Experimental Turbulent Field
Modeling by Visualization and
Neural Networks
Turbulent flow field was modeled based on experimental flow visualization and radial-
basis neural networks. Turbulent fluctuations were modeled based on the recorded con-
centration at various locations in the Karman vortex street, which were used as inputs and
outputs of the neural network. From the measured and the modeled concentration the
power spectra and spatial correlation functions were calculated. The measured and the
modeled concentration power spectra correspond well to the25/3 turbulence decay law,
and exhibit the basic spectral peak of fluctuation power at the same frequency. The
predicted and measured correlation functions of concentration exhibit similar behavior.
@DOI: 10.1115/1.1760534#

1 Introduction
Our purpose was to model the concentration in a Karman vor-

tex street using an experimental modeling technique. The experi-
mental method was based on measurements of concentration by a
visualization technique, and modeling using a radial-basis neural
network ~RBNN!.

Recently, some attempts have been made to apply artificial neu-
ral networks~ANNs! to problems in fluid dynamics. Faller et al.
@1,2# utilized an ANN to predict separation pressure on an aircraft
foil after training it with existing unsteady airfoil data obtained at
different pitch rates. Jacobson and Reynolds@3# used two different
ANN controllers to alter the shear stress on the wall of a modeled
boundary layer, and deduced a skin friction reduction of 8%.
ANNs are also increasingly being applied in pattern recognition
problems, and their application has been extended to particle im-
age velocimetry and similar techniques~Jambunathan et al.@4#,
Grant and Pan@5#, Kimura et al.@6#!. Dibike et al. @7# applied
ANNs in generation of wave equations from hydraulic data.
Blackwelder@8# and Ferre-Gine et al.@9# used ANNs for turbulent
eddy classification and detection of eddy patterns. A velocity field
flow prediction was attempted by Delgado et al.@10#, Zhang et al.
@11#, and Giralt et al.@12#. Neural networks were applied towards
the formulation of accurate and wide-range calibration methods
for such flow-diagnostics instruments as multi-hole and cross-wire
probes@13,14#.

For flow control applications, ANNs offer a possibility of adap-
tive controllers that are simpler and potentially less sensitive to
parameter variations as compared to conventional controllers
~Gad-el-Hak@15#, Lee et al.@16#!. The controller does not neces-
sarily require velocity field information, but also accepts other
quantities, which characterize the structure of the flow field, for
example flow visualization pictures~Gillies, 1998@17#!. We con-

sidered a turbulent flow of the Karman vortex street. Its properties
were characterized by the power spectra and correlation functions
of an added passive tracer concentration.

Experimental conditions were selected such that a common ex-
ample of turbulent field was obtained. In this case, the effect of
the molecular diffusivity and the kinematic viscosity could be
neglected. These occur at wavenumbers of fluctuating flow that
are much smaller than the dissipation cut-offkd and the diffusion
cut-off kc (k!kc ;k!kd). The scalar variance spectrum was then
described by the well known power law~McComb @18#!

F~k!5bx«21/3k25/3. (1)

Here b is the Obukhov-Corrsin constant,x is variance of scalar
concentration field, and« is turbulent kinetic energy dissipation
rate. It was pointed out by Batchelor@19#, that the proposed dif-
fusion cut-off kc is only valid for viscosities smaller than the
diffusion coefficientv!D. In the following we show that our
experimental arrangement provided for the generation of a turbu-
lent field with this power spectrum, and demonstrate that the mod-
eled field exhibited the same property.

It is convenient to describe the statistical properties of the tur-
bulent field based upon the correlation between two concentra-
tions. The simultaneous measurements of concentration at two
locations in the image permit to obtain directly the space autocor-
relation coefficientQ, from which the Taylor length scalelc for
concentration is deduced. The autocorrelation coefficient for con-
centration can be approximated by a parabolic function in a simi-
lar way as shown by Hinze@20# for velocity

Q~r !512
r 2

lc
2 1O~r 3! (2)

for very small values of separationr.
Our goal was to solve the following problem:Provided that the

flow in some region is given, how can the flow in the surrounding
region be forecast? We used a method that is similar to the rec-
ognition of patterns by intelligent beings and is based on statistical
modeling. This method was based on the information provided by
past observations of the same phenomenon in equivalent environ-
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ment. The information was presented by joint data about the flow
in the given region and its surroundings. The recorded and stored
data served as basic parameters of the statistical model. It turned
out that such a model exhibited the structure of an ANN~Grabec
@21#!, which operates in two different modes named learning and
prediction. During learning the ANN obtains experimental data
from intervals that can be spatially or temporary separated. These
joint data are stored in the memory of the ANN and form the
parameters of the model. During application, the ANN obtains
only partial data from one interval and predicts the data in another
interval. We demonstrated the applicability of this method on the
Karman vortex street. In our case the concentration of an injected
passive tracer in one region of the vortex street was modeled
using the measured concentration in the other region.

In the following parts of the article we will explain some basic
properties of the experimental modeling and experimental ar-
rangement. The performance of the method will then be estimated
by comparing the properties of the predicted and the correspond-
ing recorded data.

2 Experimental Modeling
A natural law is usually described by the relationship between

dependent and independent variablesy5 f (x). In our case,x rep-
resented the data vector describing the field in the given interval,
while y described the field in the surrounding interval. A funda-
mental problem was then to formulate a method by which a func-
tion f could be modeled based on the given experimental data. A
parametric or non-parametric approach can be applied for this
purpose. In the parametric approach, the form of the functionf
must be known a-priori, which was not the case in our treatment.
Therefore we proceeded with the non-parametric modeling—
which learns from the provided measured samples-to model the
function f ~Grabec@21#!. From among several available methods
we used RBNN. One of the primary contributors to the popularity
of RBNN was probably their fast learning time as compared to
other methods~Simon @22#!. The Radial Basis function Neural
Networks are also convenient for high dimensional surface fitting
problems~Kim and Lee@23#!.

The schematic of an RBNN is shown in Fig. 1. RBNN is an
information processing system comprised ofK memory cells
called neurons with a localized receptive field. This field is de-
scribed by a radially symmetric basis functiong(x) of the input
vectorx. We employed the Gaussian functiongk(x)

gk~x!5expS 2
ix2qki2

2sk
2 D , (3)

in which the parametersqk andsk denote the center and the width
of the receptive field of thek-th neuron, respectively. All neurons
obtained the same inputx. The outputy(x) from the network was
described by a linear superposition of individual outputs

y~x!5(
k

K

mkgk~x!. (4)

This superposition represented the model of functionf, which was
specified by the set of parametersmk , qk and sk . They were
statistically estimated from a given set of experimental samples
(xn ,yn), n51 . . .N, such that the mean square error between the
network outputy(xn) and the experimental datumyn was minimal

Eb~y~xn!2yn!2c⇒min~mk ,sk ,qk!. (5)

Various algorithms for minimizing this criterion function are
available; from among them we used the algorithm derived by Orr
@24#.

In our modeling, the concentration of a passive tracer in a se-
lected input region was used as the inputx. The outputy denoted
the corresponding concentration at some point of the output re-

gion in the surrounding. However, the field in the complete output
region could be modeled using several equivalent networks which
were adapted for each point separately.

3 The Experiment
Measurements of passive tracer concentration are based on re-

cording the light scattered on a passive tracer in a wind tunnel by
assuming that the intensity of the scattered light is proportional to
the passive tracer concentration~Gerdes and Olivari@25#, Simo-
ens and Ayrault@26#, Aider and Westfried@27#, Grisch and Bres-
son@28#, Chatzipanagiotidis and Olivari@29#, Law and Wang@30#,
Balu et al.@31#!. Local concentration was recorded as the instan-
taneous gray level of each pixel of the acquired image. However,
no calibration method was applied to measure concentration as a
physical quantity.

We examined the Karman vortex street by the experimental
configuration shown in Fig. 2. Visualization measurements were
performed in a low-speed wind tunnel with a test section of 1 m

Fig. 1 Schematic of an ANN.

Fig. 2 Experimental configuration.
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30.3 m30.3 m. In the present experiment, the Reynolds number,
based on the bluff body’s height, was Reb55,100. A triangular
bluff body with the heightb543 mm was bound by its ends to the
wind tunnel walls. The length of the bluff body was 48 mm and
the span was 300 mm. The triangular shape was chosen because
of the well-defined point of flow separation.

The vortex street was illuminated by a light sheet from below. A
slit with characteristic dimension of 1 mm was placed between
two halogen lamps and the vortex street. Paraffin oil smoke was
used as a passive tracer. Paraffin oil was dripped on the heater
inside the generator. To ensure a steady passive tracer ejection, the
paraffin was dosed using a dripping tube. The passive tracer was
injected through two 1 mm openings close to the flow separation
point on the bluff body.

A typical flow pattern is shown in Fig. 3. When a bluff body is
placed in a uniform moving fluid, two wakes of counter rotating
vortices are formed. The average sizeL540 mm of the vortices
was estimated from a series of images~Fig. 3! and used to nor-
malize the coordinates in the vortex street.

The images were recorded by a digital progressive scan area
B/W camera at a frame rate of 50/s. The resolution of the camera
was 2563256 pixels and the image depth was 256 levels. The
camera was placed in the bluff body’s axis. The images were
stored in the computer for further analysis.

The most favorable property of the visualization method is its
spatial resolution. In this experiment the spatial resolution was
around 0.9 mm. Each active CCD element acts as a concentration
sensor. Spatial resolution is better than in using other state-of-the-
art devices; however, the visualization method also has several
drawbacks.

The estimated uncertainty of concentration measurement was
below 65%. This included the wind tunnel turbulence level, the
unsteady passive tracer generation, the light sheet nonuniformity
and the camera acquisition uncertainty. For the assessment of the
experimental uncertainty measurements of the passive tracer con-
centration with the bluff body removed from the wind tunnel were
performed. The uncertainty of concentration measurement was es-
timated from deviations of the measured concentration of the in-
jected passive tracer from the average value in both time and
space. The uncertainty of the frequency measurement was below
60.05 Hz, and was established by the total time of measurements.

4 The Results

4.1 Inputs and Outputs of RBNN. The performance of the
RBNN was demonstrated using 2,300 images. The initial 2000
images were used as a training subset, and the subsequent 300
were used for testing. Records of concentrations in a rectangular
input region of the size 0.525L by 0.375L or 21315 pixels, were
the inputs to the RBNN, as shown in Fig. 4. A sequence of six
successive images was concatenated to form the inputx of the
length 213153651890. The output vectory of the size of 60
components describes the concentration on a line downstream of
the input region. Five vertical positionsh of outputs and inputs
were used. The series of concentrations are presented in Fig. 5. At
d50.025L the square mean difference between the measured and
the modeled concentrations divided by the mean value of fluctua-
tions was 1 to 3%; atd50.5L it was 6 to 9%; and atd51 L it
was 6 to 13%. Hered is the downstream distance from the input
window. The distanced and its orientation in the vortex street are
shown in Fig. 4.

From such signals the power spectra and correlation functions
were calculated.

4.2 Power Spectra. In order to provide for statistical esti-
mation of modeling performance we determined the power spec-
tra. For this purpose the signals from two characteristic distances
d50.025L and d51 L between the input and the output were
chosen. The FFT algorithm was used with Hanning window. The
power spectra of the measured and the modeled concentration are
presented in Fig. 6 using a log/log scale for several vertical posi-
tions h50 L, 0.5 L, 1 L, 1.5 L and 2L.

4.2.1 Spectral Characteristics of Measured Concentration.
In the measured power spectra, the basic peak of the vortex street
takes place at the frequency of 4.98 Hz. Besides this, the second
and third harmonic peaks are also well expressed. Based on Eq.
~1!, a turbulent flow can be expected in its inertial diffusive range
with a characteristic25/3 slope of the spectral distribution. The
corresponding dependence is indicated by a line in Fig. 6. Due to
the low acquisition frequency of the experimental setup only a
very limited frequency range up to the maximum resolvable fre-
quency, which is 25 Hz, can be observed.

Fig. 3 Karman vortex street. Flow direction is from right to
left. LÄ40 mm is the estimated average vortices size.

Fig. 4 Position of input and output regions. Time series of
concentration x „ i … and y „d … were used as inputs to and the
required outputs from the RBNN, respectively.
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The records in Fig. 6 indicate two different types of concentra-
tion power spectra in the vortex street. The left and right column
in Fig. 6 reveal that the power spectra of measured concentration
at different distancesd from the input region do not differ
essentially.

In the region outside the vortex street, e.g. at the vertical posi-
tion yn52 L, large coherent structures are not present, which is
the effect of the shape of the wake. The signal/noise ratio is very
low because of the low passive tracer concentration in the input
region. Consequently, the power spectra do not exhibit agreement
with the 25/3 law. In the regions of other vertical positions the
concentration can be well resolved. There we observe a fairly
good agreement of power spectra with the25/3 decay law of the
turbulence in the frequency region between the basic peak fre-
quency and the maximum resolvable frequency of our experimen-
tal setup. The vertical positionyn50 L lies in a recirculation re-
gion. Here the second harmonic peak is more pronounced. The
reason lies in that in this region, vortices are shed from the lower
and upper part of the bluff body that doubles the frequency of
fluctuations. A similar observation was reported by Urner@32# and
Anagnostopoulos@33#.

4.2.2 Spectral Characteristics of Modeled Concentration.
The power spectra of modeled concentration at downstream loca-
tion d50.025L from the input region are shown in the column a!
of Fig. 6. Due to the proximity between the input region and the
output, agreement between the measured and the modeled power
spectra is on average very good. The agreement is especially out-
standing in the frequency region below the basic spectral peak.
This agreement confirms that the frequency and amplitude of ba-
sic harmonic and higher harmonic peaks can be well predicted by
the utilized modeling method. Besides this, the power spectra of
the modeled concentration also agree well with the25/3 turbu-
lence decay law in the frequency region between the basic peak

frequency and the maximum resolvable frequency of the experi-
mental setup. However, due to the low signal/noise ratio, the
power spectrum at the vertical positionh52 L is again an excep-
tion. The average uncertainty of basic frequency peaks amplitude
detection atd50.025L is 17%, while the frequency of the peaks
was determined with a typical uncertainty of 0.1 Hz.

The power spectra of the modeled concentrations at larger
downstream distancesd50.5L andd51 L are shown in columns
b! and c! of Fig. 6. Agreement between the measured and the
modeled power spectra is worse than at the smaller distanced
50.025L. The details in the spectral distribution below the basic
peak cannot be well predicted by our method, although the mean
value of fluctuations is still correctly resolved. The frequency and
amplitude of the modeled power spectral peaks agree fairly with
the measured ones. The average uncertainty of basic frequency
peaks amplitude detection atd50.5L is 26%, while the average
uncertainty atd51 L is 32%. The frequency of the peaks was
determined with a typical uncertainty of 0.1 Hz.

The power spectra of the modeled concentrations also approxi-
mately follow the25/3 turbulence decay law in the frequency
region between the basic peak frequency and the maximum re-
solvable frequency of the experimental setup.

4.2.3 Spatial Correlation Functions.The performance of the
modeling method can also be estimated by comparing the spatial
correlation functions of the modeled and measured concentrations.
The correlation function was determined as a temporal average of
the output signals at two positions

Q~d!5y~0!y~d!. (6)

Here d denotes the distance between the points of concentration
observation. The measured and modeled cases are denoted by in-
dexese andm, respectively. The corresponding correlation func-

Fig. 5 Time series of measured and modeled concentrations: a… small distance dÄ0.025 L between the input and the
output region, b… large distance dÄ1 L between the input and the output region. The records were acquired in two
characteristic regions corresponding to hÄ1 L „above … and hÄ0 L „below ….
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tions Qe and Qm are shown in Fig. 7. Beside them, two curves
fitted to the initial portion of correlation functions are drawn.
From these curves the Taylor microscalel is determined at the
intersection with thex axis.

The most outstanding feature is the similar course of both
correlation functions. The correlation function of the modeled
concentrationQm is less smooth than the experimental one,Qe .
Fluctuations ofQm are more expressed, presumably as the conse-
quence of RBNN training on a finite number of experimental
samples. Discrepancy between both correlation functions can be
estimated to be of the order of standard deviation of the fluctua-

tions introduced by statistical modeling. The next outstanding fea-
ture is that the correlation function at a higher vertical positionh
exhibits a longer correlation length. This indicates that turbulence
is governed by larger vortices in an upper region than in the wake
behind the bluff body. However, even here the agreement between
Qe andQm in the region ath52 L is low, presumably due to the
low signal/noise ratio.

From these observations we have concluded that the position of
the input region influences the characteristic parameters of the
correlation functions.

The Taylor scalelc was determined by fitting a parabola over

Fig. 6 Spectra of measured and modeled tracer concentrations compared to the À5Õ3 decay law of turbulence: a… the distance
between the input and the output region dÄ0.025 L , b… the distance between the input and the output region dÄ0.5 L and c… the
distance between the input and the output region dÄ1 L . h denotes the vertical position of the input Õoutput region.

320 Õ Vol. 126, MAY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



several points of correlation functions aroundd50 by minimizing
the mean square error. The scale determined from both correlation
functions matches fairly well.

5 Discussion
The presented results have confirmed that the visualization

method is suitable for the characterization of turbulent fields. The
most favorable feature of visualization is an outstanding spatial
resolution. A disadvantage of this method is low acquisition rate,
which—in our case—was limited to 25 Hz. According to the cas-
cade theory, the inert turbulence region extends to several kHz
~Landau and Lifshitz@34#!, and therefore, a rather small region of
the inert-convective portion of concentration power spectra can be
observed by the visualization method. Consequently, the perfor-
mance of our method has not been tested in a broad spectral
region. Since the resolution of the visualization method with re-
spect to characteristic periods in space and time is not compa-
rable, a reasonable comparison of the time and space correlation
functions could not be drawn.

By showing that both the experimental and modeled curve cor-
respond to25/3 turbulence decay law we have confirmed that
the presented model can be used for modeling of turbulent
phenomena.

The correlation function of passive tracer concentration de-
creases with the increasing distance between the input and output
windows. The correlation function is at its largest 2L above the
vortex street centerline, where the flow velocity vector’s changes
are relatively small in comparison with the other regions. In the
recirculation region, the correlation function at small distance is
large, but decreases significantly as the distance increases. This is
the consequence of fluctuating flow direction in the recirculation
region. The height and shape of the correlation function thus de-
pends on flow characteristics at certain position in the flow field,
which indicates nonhomogeneous turbulence. Hence, a spatially
invariant modeling is not possible in this case.

The RBNN was utilized for prediction of passive tracer concen-
trations in the turbulent state based on experimental records of the
same variable. Our results reveal fairly good agreement between
the characteristics of the predicted and the corresponding actually
measured concentration fluctuations in a turbulent state.

In the present experiments the input region included 21315
points. Additional tests have shown that the doubling of this size
does not significantly improve prediction performance. The reason
is presumably in that an increased number of input points should
be accompanied by an increased number of learning samples,
which has not been the case in our treatment, since this would
increase the complexity of modeling. It is a well-known fact that
the size of the learning set has to be adapted to the dimensionality
of the learning vector. The learning set should normally be much
larger than the input window dimensionality. Larger input win-
dows will also reduce the learning rate.

By reducing the input vector’s dimensionality, a shorter calcu-
lation time required for prediction could be achieved; this could
also make on-line prediction of the flow properties possible. Simi-
lar conclusions are reported by Gad-el-Hak@15#, Gillies @17#, Del-
gado@10# and Keles@35#.

The influence of Reynolds numbers has not been studied in this
work. A large increase in Reynolds numbers would have exceeded
the capabilities of the visualization method, which has a limited
frequency resolution. Beside this, time-dependent turbulence
modeling methods are limited to modest Reynolds numbers
~Spalart,@36#!.

6 Conclusions
A novel method of turbulent field modeling is presented. It is

based on flow visualization and a radial-basis neural network. In
the experiment a passive tracer concentration in the Karman vor-
tex street was characterized using flow visualization. The perfor-

Fig. 7 Comparison of measured and modeled concentration
correlation functions Qe and Qm , Taylor scales lc ,m and lc ,e at
five off-axis distances from hÄ0 L to hÄ2 L .

Journal of Fluids Engineering MAY 2004, Vol. 126 Õ 321

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mance of the modeling was estimated based on the comparison
of the measured and the modeled power spectra and correlation
functions.

The power spectra of the modeled concentration at small dis-
tance between the input and the output region agree well with the
measured power spectra. The frequency and the amplitude of
spectral peaks as well as the25/3 law of turbulence decay can be
accurately reproduced by modeling on small scales. At increasing
the scales of the characteristic vortex sizeL, only the position of
the basic spectral peak and the25/3 law of turbulence decay can
be reproduced. Spatial correlation functions of the measured and
the modeled concentration exhibit similar agreement as the power
spectra.

Improvements of the presented method could be achieved by
optimizing the number of samples used in modeling. For this pur-
pose, the resolution of experimental set-up and the redundancy of
experimental information have to be properly considered~Grabec
@37#!.

Nomenclature

b 5 characteristic dimension of bluff body,~m!
d 5 distance from input region,~m!
D 5 diffusivity due to molecular motion,~m2s21!

f (x) 5 RBNN modeling function,~2!
F(k) 5 scalar variance spectrum,~m21!
g(x) 5 Gaussian radial-basis function

h 5 vertical position,~m!
K 5 number of neurons,~2!
k 5 wavenumber,~m21!

kc 5 diffusion cut-off in the energy spectrum,~m21!
kd 5 Kolmogorov dissipation wavenumber,~m21!
L 5 estimated vortices size,~m!

mk 5 weight of kth neuron,~2!
N 5 number of experimental samples,~2!
qk 5 center ofkth neuron,~2!
Q 5 spatial correlation function,~2!

Qe 5 experimental spatial correlation function,~2!
Qm 5 modeled spatial correlation function,~2!

q 5 centers of neurons,~2!
Re 5 Reynolds number,~2!

Reb 5 Reynolds number, based on characteristic dimension
of bluff body ~2!

r 5 separation,~m!
x 5 input to neural network,~2!

xn 5 nth input to neural network,~2!
y 5 output from neural network,~2!
b 5 Obukhov-Corrsin constant,~m23!
« 5 turbulent kinetic energy dissipation rate,~m2 s23!
x 5 variance of scalar concentration field,~s21!

lc 5 Taylor length scale for concentration,~m!
lc,e 5 Taylor length scale for concentration, experimental

~m!
lc,m 5 Taylor length scale for concentration, modeled~m!

n 5 kinematic viscosity,~m2 s21!
s 5 width of neurons,~m!

ANN 5 artificial neural network
FFT 5 fast Fourier transformation

CCD 5 charge coupled device camera
RBNN 5 radial basis neural network
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Phase-Average Mean Flow and
Turbulence Structure in a
Staggered Cylinder Array
Subjected to Pulsating
Cross-Flow
The unsteady turbulent flow field in a staggered array of cylinders with streamwise and
transverse spacing to diameter ratios of 2.1 and 3.6, respectively, was studied experimen-
tally by means of laser-Doppler anemometry for a Reynolds number of 2300. Flow pul-
sations in the streamwise direction were employed to control the frequency of vortex
shedding in the array as has been previously demonstrated in Konstantinidis et al. [1].
Under these conditions, it was possible to obtain velocity measurements and for each
velocity sample assign the phase-angle with respect to the pulsation cycle. This method-
ology allowed reconstruction of the unsteady (periodic) mean flow and random turbulence
fields over an average vortex shedding cycle. The experimental data obtained are ana-
lyzed and the results offer a unique insight into the flow processes that take place inside
the cylinder array.@DOI: 10.1115/1.1760538#

1 Introduction
When a fluid flows past an array of cylinders, eddying motions

are observed in the cylinder wakes@2#. This phenomenon has
great practical implications in the design of tube-bundle heat ex-
changers and other similar engineering structures. The eddies pe-
riodically separate from the cylinders and the resulting unsteady
flow field produces oscillatory forces acting on the cylinders that
can excite structural vibrations. If large-amplitude vibrations can
be sustained then failure may occur@3#. Therefore, understanding
of the pertinent fluid mechanics is important in order to improve
the design of such engineering structures.

A number of visualization studies have dealt with vortex shed-
ding phenomena in cylinder arrays with geometric configurations
typical of heat exchangers@4–11#. These studies have clearly
shown that periodic vortex shedding occurs in the cylinder wakes
at characteristic frequencies resulting in a constant Strouhal num-
ber phenomenon, often referred to as Strouhal periodicity in the
literature. The detailed vortex shedding patterns are complicated
by the flow interference of the unsteady cylinder wakes and the
corresponding Strouhal numbers depend on the array configura-
tion, spacing between cylinders, location in the array~i.e. there
might be multiple Strouhal numbers! and even on the Reynolds
number.

Periodic vortex shedding in the wakes induces oscillatory fluid
forces acting on the surface of the cylinders. When the wake os-
cillation ~Strouhal! frequency is close to a structural natural fre-
quency, the hydrodynamic force can be large enough so as to
excite the cylinders to self-sustained vibrations@12#. In gas flows,
the aerodynamic force is generally small in order to cause any
vibration but ‘acoustic resonance’ may occur between the wake
frequency and transverse acoustic standing waves in the container
of the array@13#. Then the wake oscillations correlate with the
acoustic particle velocities and intense noise may be produced. In
either case, resonance occurs and there is a corresponding lock-on

effect where the vortex shedding frequency is captured by the
vibration or acoustic frequency over a range of flow velocities.

The vortices shed in the wakes of cylinders in the front rows
dissipate into small-scale three-dimensional turbulence, which
acts as a random source of excitation for the downstream cylin-
ders~turbulence buffeting!. Even though buffeting forces can re-
sult in small amplitude vibrations, they pose a concern over the
life span of heat exchangers@13#.

In an effort to better describe the flow past cylinder arrays,
laser-Doppler anemometry~LDA ! has been employed for mea-
surements of the velocity field by some investigators@14–17#.
The LDA technique is particularly suited for such measurements
owing to the prevailing flow conditions, which exhibit regions of
pronounced reversed flow and high turbulence levels. Nonethe-
less, the measurements are usually limited to time-averaged ve-
locity statistics, i.e., the mean velocity and turbulence intensity~or
Reynolds stresses! and many of the intrinsically unsteady flow
features remain concealed. Balabani and Yianneskis@18# carried
out time-resolved LDA measurements and showed that the true
turbulence levels were considerably overestimated by the
ensemble-averaged root-mean-square~rms! velocity due to the pe-
riodic fluctuations associated with mean flow instabilities, i.e.,
vortex shedding.

The continuous advances in computer power and numerical
techniques allowed sophisticated simulations of the unsteady ve-
locity and temperature fields to be obtained in recent years. Sig-
nificant progress in this direction has been achieved by novel
problem formulation, e.g., simulations of unsteady laminar flow
@19# and the advent of Large Eddy Simulation~LES!, e.g., simu-
lations of unsteady turbulent flow@20–22#. However, owing to the
complexity of the geometry and flow, these simulations often have
limitations and further refinement and verification is often neces-
sary. Furthermore, comparison with experimental data is limited
and usually based on the time-averaged velocity statistics and the
unsteady flow features are not taken into account owing to the
lack of experimental data. Improvements in turbulent flow mod-
eling for complex geometries where periodic vortex shedding oc-
curs, require phase-resolved turbulence quantities, as for example
in single cylinder wakes@23#. To the knowledge of the authors, no
such data have been published for cylinder arrays.
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We have previously investigated the response of a staggered
array of cylinders to streamwise flow pulsations of the approach-
ing flow @1#. A lock-on region was found for a range of pulsation
frequencies in which vortex shedding from all the cylinders was
forced at half the imposed frequency. These resonance conditions
offered a convenient case to study the process of turbulent vortex
shedding inside cylinder arrays and provide a unique insight of the
phenomena. By taking velocity measurements at constant phase
with reference to the pulsation cycle, it is possible to separate the
periodic fluctuations associated with vortex shedding from the
random fluctuations due to turbulence in the flow. In this paper,
we present the results from such a fundamental experimental
study.

2 Experimental Details

2.1 Flow Configuration. The experiments were conducted
in the same water tunnel facility used by Konstantinidis et al.@1#.
It comprised a closed-loop pipework installation equipped with
appropriate arrangements of hexagonal honeycomb and screens to
condition the flow entering a 72372 mm square test section. The
latter was made of transparent plastic~Plexiglas! to allow optical
access for LDA measurements and flow visualization. Flow pul-
sations of controllable frequency and amplitude were introduced
upstream of the array via the action of a rotating valve.

The cylinder array used in the experiments is shown in Fig. 1. It
consisted of a staggered array of cylinders with six rows and
either three~one full and two half! or two ~full ! cylinders per row.
The longitudinal distance between rows was 21 mm and the trans-
verse distance between cylinders in each row was 36 mm. The
cylinders had a circular cross-section, 10 mm in diameter,d, and
spanned the entire width of the test section. The cylinders were
rigidly mounted by pressing them tightly in precision-bore holes

on the end walls in order to eliminate the possibility of vibrations
which would interfere with the flow under investigation. Half cyl-
inders were mounted on the test section walls to simulate an infi-
nite array and minimize wall effects. The present array configura-
tion allowed sufficient space for LDA measurements of the
interstitial flow between the cylinders but has the disadvantage
that only few cylinders could be fitted across the test section
width. The number of cylinders per row and the proximity of the
test section walls have an effect on the vortex patterns, especially
in unforced flow, as has been addressed in previous work@1#.
However, for the conditions of the present experiment, i.e. under
vortex shedding lock-on, generality of the results can be justified
because the vortex patterns are forced by the flow pulsation, i.e.,
vortex shedding from all cylinders is synchronized and in-phase
as explained in detail in@1# and demonstrated later in the paper.

2.2 Measurement Technique. A single-component dual-
beam laser-Doppler anemometer was employed for the present
measurements. The principal characteristics of the anemometer
are shown in Table 1. The anemometer operates with a 10 mW
Helium-Neon~632.8 nm! and a rotating diffraction grating disk
for splitting and shifting the frequency of the resulting beam pair.
At the intersection of the beams, a measuring control volume of
49 mm in diameter and 466mm, based on thee22 light intensity
cut-off point, was produced. The light scattered from particles
crossing the measurement volume was collected in the forward
direction by the receiving optics and directed onto a photo-
multiplier tube. The signal from the photo-multiplier was band-
pass filtered before being processed with a TSI frequency counter,
model 1990B, which was interfaced to a personal computer with
appropriate hardware and software for data acquisition. The band-
pass filter settings were selected at 1–5 MHz in order to remove
high-frequency noise and low-frequency pedestal of the signal,
with all Doppler frequencies being well inside this range for the
frequency shift employed. The counter processor was operated in
the ‘‘single measurement per burst’’ mode and 16 cycles per burst.
The Doppler signal was monitored on an oscilloscope to check the
signal-to-noise ratio and to ensure that background noise did not
exceed or even approach the counter processor threshold level of
50 mV. Monitoring the bursts on the oscilloscope also indicated
that there was typically one particle in the measurement volume
per Doppler burst. The impurities of London tap water circulating
in the flow loop scattered the laser light and produced good qual-
ity Doppler bursts and therefore no seeding particles were added
to the flow. The number of Doppler bursts per unit time, i.e., the
data rate, depends on the measurement location within the cylin-
der array and is generally proportional to the local velocity mag-
nitude. Typical data rates for the present experiments ranged be-
tween 300–1000 samples/s.

Fig. 1 The configuration of the cylinder array studied

Table 1 Principal characteristics of the LDA system

Helium-Neon laser

Wavelength,l 632.8 nm
Power 10 mW
Beam diameter,b0 0.83 mm

Diffraction grating

Number of lines,nl 4000
Rotational speed,NG 200 Hz
Frequency shift,f S 1.6 MHz

Measurement volume

Length,bz 466 mm
Diameter,bx 48.8mm
Waist,by 48.5mm
Angle of beam intersection in air,u 5.98 deg
Number of stationary fringes 16
Fringe spacing,l* 3.04mm
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To permit detailed flow investigations, the transmitting and re-
ceiving optics were mounted on a metallic frame which in turn
was mounted on manually-driven three-dimensional traversing
unit. This enabled positioning the measuring control volume at
any point in the test section and simplified the alignment proce-
dure of the optics that was carried out once before each set of
measurements as the optics moved in unison. The accuracy of the
traversing unit was 0.05 mm in the two directions perpendicular to
the flow whereas a linear encoder was used to measure the posi-
tion in the flow direction with an accuracy of 0.01 mm. The error
associated with the zero location of the measuring control volume
at some reference points, i.e., at the test section walls, is of the
order of half the size of the measurement volume in the corre-
sponding direction. Careful alignment and measurement proce-
dure significantly minimized positioning errors, as confirmed by
repeatability tests.

The flow was visualized using a light sheet from an Argon-Ion
laser positioned at right angles to the axes of the cylinders and
midway along the span, and by seeding the flow with 15mm
hollow glass particles. The interstitial flow could be illuminated
only with light passing between the cylinders and thus lighting
was not homogeneous, producing light and dark patches. Video
recordings of the flow were obtained using a CCD camera
equipped with a zoom lens. Individual frames of the video were
obtained by digitizing the video frames with a grabber on a per-
sonal computer.

2.3 Data Processing. The data acquisition and analysis pro-
cedure used in the present study in order to resolve the unsteady
mean flow and turbulence fields is briefly described below. A de-
tailed description of the procedure can be found in@24#. The ve-
locity data at any measurement location in the flow contain fluc-
tuations due toi! unsteadiness of mean flow associated with
periodic vortex shedding,ii ! random turbulence in the flow and
iii ! external flow pulsations. Under resonance conditions, i.e.,
when the vortex shedding frequency locks on to half the pulsation
frequency, the velocity fluctuations can be divided toa! periodic
due to vortex shedding and flow pulsations andb! random due to
turbulence. In this case, the periodic fluctuations can be resolved
by averaging the velocity data at constant phase of vortex shed-
ding over two consecutive pulsation cycles or one vortex shedding
cycle. An optical encoder attached to the valve shaft was used to
determine the angular position of the pulsation-generating rotating
valve, in order to assign the vortex shedding~or pulsation! phase.
This provided the relative pulsation~or vortex shedding! phase-
angle with respect to an arbitrary reference zero-phase. Resetting
the phase every two consecutive pulsation cycles was readily ac-
complished by using the index pulse of the encoder once per
revolution, since each revolution corresponds to two pulsation
cycles as the periodic blockage of the valve repeated itself twice
in each revolution.

Given the phase-angle of each velocity sample, a mean velocity
at constant phasêu& that describes the periodic flow patterns can
be estimated from:

^u& i5
1

Ni
(
j 51

Ni

ui j (1)

where i denotes a particular phase-angle interval andNi is the
number of velocity samplesui that fall within this interval. The
random turbulent fluctuations superimposed on the unsteady mean
flow can be characterized by the root mean square~rms! velocity
at constant phase,
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In the following the indexi is dropped for brevity.
The total number of samples in each phase-angle interval and

the window size affect the measured quantities, particularly the

turbulent part. In the present study, a minimum number of five
hundred samples in each phase-angle interval was required to en-
sure accurate estimates. In order to determine the turbulent fluc-
tuations accurately, the window size has to be made as small as
possible, especially if the unsteady mean flow exhibits large tem-
poral gradients@25#. On the other hand, the use of a very small
window size requires extremely large number of data to be ac-
quired. A method proposed by Sonnenberger et al.@26# that im-
proves the accuracy of the estimates and produces smooth data
was adopted in the present analysis. In this method, a Fourier
series is fitted to the estimates of all 1 deg phase-angle intervals
up to a cut off-frequency as shown in Fig. 2. The cut-off fre-
quency is selected large enough to consider all frequencies of
physical relevance whereas higher frequencies resulting from sta-
tistical uncertainty are filtered out. Thus, a cut-off frequency of ten
times the pulsation frequency was employed in the present study.

Implementation of the data analysis procedure was not straight-
forward in practice because the phase of vortex shedding could
change by6180 deg during the course of the experimental mea-
surements. In order to remove this phase ambiguity the data
analysis was carried out on-line; by monitoring the results on the
computer display it could be readily verified that the data obtained
corresponded to the same phase. More details about the procedure
can be found in@24#.

LDA inherently yields individual velocity data randomly dis-
tributed in time as particles suspended in the fluid pass through
the measurement volume. The probability of high velocity par-
ticles crossing the measurement volume is greater than that of low
velocity particles. This results in the so-called ‘velocity bias’ and
normally some correction may be required to account for that
effect especially in unsteady flows. An investigation of bias ef-
fects showed that these were insignificant and therefore no correc-
tion was applied to the time-averaged data@24#.

2.4 Statistical Uncertainty. A statement for the statistical
uncertainty of the reported mean and rms velocity values~phase
average! needs to be made. This uncertainty arises entirely from
the finite sample length and is independent of the measurement
error of the LDA system. Uncertainty estimates for 95% confi-
dence levels can be calculated using the following equations:

emean561.96As2

N
(3)

for the mean velocity, and

erms561.96As2

2N
(4)

for the rms velocity.N is the number of samples ands is the
standard deviation (5u8,v8) for each phase-angle interval. These
equations were derived from Benedict and Gould@27# on the as-
sumption of normal distribution. Obviously, the statistical uncer-
tainty depends on phase-angle and measurement location. There-
fore, both the average and the maximum statistical uncertainties
calculated are shown in Table 2. It should be noted that the un-
certainty of mean and rms velocities after Fourier filtering is ex-
pected to be lower than the values reported in Table 2@26#.

3 Results and Discussion
The measurements were obtained for a bulk flow velocityUb

50.17 m s21 which corresponds to a Reynolds number Re
52300 based on cylinder diameter and gap velocity, which from
continuity is equal to 1.385Ub . The upstream flow was pulsed at
a frequency of 10.0 Hz with an average peak-to-peak amplitude
0.056 m s21 ~Fig. 3!. Under these conditions, vortex shedding
resonance prevails in the entire array and the shedding frequency
occurs at exactly half the pulsation frequency@1#. The measure-
ments were obtained at mid-span of the cylinders within a unit
cell between the third and fourth rows so as to include the influ-
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ence of vortices shed from upstream rows. It should be noted that
the flow in this region is affected by entrance phenomena and it is
not representative of a fully-developed flow inside the array.

3.1 Unsteady Mean Velocity Vectors. A sequence of the
mean velocity vectors at eight phase-angles over half a shedding
cycle, i.e., one pulsation cycle, that illustrates the unsteady~peri-
odic! flow patterns in the wake of the third row of the array, is
shown in Fig. 4. In order to produce a coherent picture of the
distributions over a domain extending to both the positive and
negativey-directions from measurements that were obtained only
in the positivey-direction~see Fig. 1 for coordinate system!, data
for different phase-angles 180 deg apart were combined. On the
positivey-direction data are presented for phase-angles 0–180 deg
whereas on the negativey-direction data for phase-anglesf
5180– 360 deg are presented after reflection in the line of sym-
metry ~y-axis! and reversing the sign of thev-component. This
transformation assumes that the periodic flow pattern is anti-
symmetric with respect to the wake centerline, an assumption
readily verified from the visualization study. A counter-clockwise
vortex is shown behind cylinder C atf50 deg. The presence of
another vortex with opposite sense of rotation on the right hand
side and very close to the base of cylinder C can be inferred by
extrapolation of the vector field all the way back to the cylinder.
The shear layer separating from the right side is drawn across the
wake and restricts the supply of vorticity to the counter-clockwise
vortex from the favorable shear layer on the left side. The counter-
clockwise vortex is thus shed and convected downstream during
the next three phases shown (f50 – 72 deg!. While convected,
the vortex is deformed and its presence becomes obscure in the
vector field. Atf596 deg, the clockwise vortex emerges in the
measurement region with its center lying on the wake centerline.

During the next three phases shown (f596– 168 deg! this vortex
grows in size and becomes elongated in the presence of the favor-
able shear layer on the right side of cylinder C. This concludes
half a vortex shedding cycle and the vector field is almost the
mirror image of that atf50 deg. The same process is then re-
peated but mirrored during the next half of a shedding cycle (f
5180– 360 deg!, not shown for brevity. Some features of the
periodic flow field related to vortices shed from upstream cylin-
ders are not evident in the vector plots of the unsteady mean flow
field but become clear in the section where the mean vorticity
field is presented.

3.2 Sectional Streamlines of Unsteady Mean Flow.Figure
5 shows the sectional streamlines of the unsteady mean flow at
eight phase-angles over half a vortex shedding cycle. The stream-
lines were calculated by integration in a series of small steps in
the direction of the local mean velocity vector~Fig. 4! from vari-
ous starting points in the flow field. The streamlines show the
existence of a focus and a saddle which are clearly associated with

Fig. 3 The pulsation waveform upstream of the cylinder array.
Two pulsation cycles correspond to 360 deg „one vortex shed-
ding cycle …

Table 2 Statistical uncertainty „Ám sÀ1
….

^u& u8 ^v& v8

Average 0.006 0.004 0.006 0.004
Max 0.012 0.009 0.015 0.010

Fig. 2 Phase-average mean „a… and rms „b… velocities for a measurement location. The data
before filtering „dots … exhibit statistical fluctuations which are removed with a low-pass filter.
The filtered result yields improved estimation of the measured quantities and smooth curves.
Cut-off frequency Ä100 Hz.
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the stages of vortex evolution in the wake of cylinder C. A focus
exists near the vortex center indicating an inward spiraling mo-
tion. Fluid around the spiral is directed towards its focus, compat-
ible with the entrainment of fluid from the main flow path into the
vortex. The inward spiral might be an indicator of spanwise three-
dimensionality; the vortex undergoes stretching along its axis in
the spanwise direction@28#. It should be noted, however, that the
size of the focus depends primarily on the direction of a small
number of vectors in a region where measurement of the vector
direction might be less reliable due to low velocities and high
turbulence levels; as a result, the sectional streamline patterns
should be interpreted with caution, particularly in relation to the

existence of a spanwise component. Given the fact that vortex
shedding lock-on improves the spanwise coherence of the flow,
one would expect any three dimensional effects to be averaged out
over many cycles. Thus, the existence of a focus may be disputed
unless three-dimensional instabilities are phase-locked with the
mean flow pulsations and repeat from cycle to cycle, a hypothesis
that requires further investigation to be substantiated. Another in-
teresting feature of the streamline patterns is the formation of a
cross-over~saddle! point in the wake. Cantwell and Coles@23#
suggested that there is a relationship between the initial appear-
ance of the saddle point and the location where the vortex is fully
grown. The initial appearance of a saddle point cannot be deter-

Fig. 4 Mean velocity vectors
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mined exactly from the present data due to the limited measure-
ments close to the cylinder but a saddle point is seen as close as
0.8d below the center of cylinder C, i.e., remarkably close, which
implies a very short vortex formation region. This is about the
same as in the wake of a single cylinder at a much higher Re
~140,000! seen in@23#. The shedding of vortices of opposite an-
gular momentum alternately on the rear side of the cylinder C
results in a sinuous motion of the streamlines in its wake.

3.3 Vorticity Field. The processes of vortex formation and
shedding can be shown more clearly in the mean vorticity field at
constant phase, defined by

^z&5
]^v&
]x

2
]^u&
]y

(5)

Figure 6 shows the corresponding normalized iso-vorticity con-
tours^z&d/Ub at eight different phase-angles. The gradients were
calculated using a first-order central finite-difference scheme of
the interpolated mean velocity values. Since the interpolation re-
sults near the cylinders, where fewer measurements were ob-
tained, may be spurious, the vorticity values in these regions can
be erroneous and, therefore, should be treated cautiously. Contour

Fig. 5 Sectional streamlines of the unsteady mean flow
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levels between normalized values of21 and 1 were removed in
order to produce a clearer picture of the vorticity field.

The formation and shedding of vorticity of opposite signs alter-
nately from the two sides of cylinder C is clearly depicted in Fig.
6. Positive vorticity values represent a counter-clockwise vortex
and vice-versa. Furthermore, vorticity shed from upstream cylin-
ders, i.e., from the first and second rows, appears in the measure-
ment region. For example, a clockwise vortex is shown above
cylinder D1 at f50 deg. This vortex was shed from cylinderB1
a quarter of a shedding period earlier. During the next three phases
shown, the vortex impacts on cylinderD1 and is destroyed. Simi-

larly, a counter-clockwise vortex shed atf50 deg from cylinder
B2 appears in the measurement region a quarter of a shedding
period later (f596 deg!, heading towards cylinderD2 . Gaydon
and Rockwell @29# studied the interaction of incident vortices
upon an oscillating cylinder and found a drastic decrease in the
formation length and a five-fold increase in the lift coefficient
compared to the absence of incident vortices. Here too, an ex-
tremely short formation length is observed and thus it may be
reasonable to expect increased loading for cylinders subjected to
incident vortices.

A small amount of the vorticity shed from the first row~cylin-

Fig. 6 Mean vorticity contours
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der A! survives the impact with cylinder C and appears as a small
patch of positive vorticity attached to the side of the growing
clockwise vortex atf596 deg. Part of this vorticity merges with
the growing clockwise vortex in the wake and part of it is de-
stroyed in the high shear region between the growing vortex and
the flow lane. This observation might explain how the periodic
fluctuations that occur at a high frequency in the first row for
unforced flow, could be detected even behind the third row where
vortex-shedding occurs at a frequency lower than that in the first
row @1#.

The peak vorticity near the center of the vortices is a useful
parameter to understand the motion of the vortices and provides a
relative measure of their strength. Figure 7 shows the variation of
the normalized peak vorticity as a function of phase-angle in the
wake of cylinder C. The peak vorticity reaches a maximum value
at the location where the vortex is fully-grown and shed (f512
deg!. Subsequently, the peak vorticity decays as the vortex is con-
vected downstream. Although the absolute values of peak vortic-
ity may be susceptible to inaccuracies involved in the estimation
of spatial derivatives from interpolated mean velocity values, it is
instructive to compare the present results with those of Cantwell
and Coles@23# obtained in the wake of a single cylinder for Re
5140,000. Table 3 shows the location of peak vorticity (xp ,yp)
with respect to the center of the cylinder and the corresponding
value^z&p from two phases of@23# ~phase 4 and 8, their Table 3!
in comparison to our data~phase 0 and 72 deg!. The peak vorticity
in the present case is considerably higher than that in the wake of
a single cylinder. This might be partly attributed to the fact that
there is less space for the vortices to develop in the array, which in
turn leads to higher vorticity in the center of the vortex so that the
circulation around the vortices is comparable in the two cases. It is
also known that both vortex strength and maximum peak vorticity
increase at lock-on@30#. This is another factor contributing to the
high values of peak vorticity observed in the present case. A com-
parison of the decay of peak vorticity for the single cylinder and
the cylinder array shows that the decay is much faster in the array;

the peak vorticity decreases by nearly 40% at a location 0.6d
downstream of the location of its maximum value in the array
compared to a decrease of 25% at the corresponding locations
behind the single cylinder. This might be partly expected due to
the deformation of the vortices in the array under the action of
substantial shear as the vortices are squeezed in the narrow gap
between the cylinders of the subsequent row. The fast decay of
vorticity together with the spiraling motion of the fluid in the
vortex center indicates a strong three-dimensionality of the flow
and might suggest a three-dimensional mechanism for the dissi-
pation of vorticity. This might explain why two-dimensional simu-
lations in the context of LES cannot capture essential features of
the flow, which are essentially 3-D@31#.

It can be seen in Table 3 that although the longitudinal distance
of the location of the peak vorticity is approximately the same for
the single cylinder and the cylinder array~non-withstanding the
difference in Reynolds number!, the transverse distance from the
wake centerline is nearly twice in the latter case. This substantial
difference initially led a re-evaluation of the present results. How-
ever, the published literature suggests that lock-on is accompanied
by a strong modification of the wake structure; by changing the
frequency and amplitude of the pulsations one can conceivably
control the formation length of the vortices as well as the arrange-
ment of the wake vortex street@29,32#.

3.4 Flow Visualization. A visualization study was under-
taken in order to supplement the LDA measurements. The global
flow pattern in the cylinder array is illustrated in Fig. 8. It is seen
that vortex shedding from all cylinders is synchronized and in-
phase. The general features of the flow pattern depicted in the
picture, including the formation of vortices in the wake, the sinu-
ous motion of the wake, the impact of vortices shed from up-
stream on downstream cylinders and the timing of the events,
agree well with those described in the previous sections. This
provides confidence that the methodology employed for averaging
at constant phase has yielded a reliable set of experimental data.

Figure 9 shows two close-up pictures of the instantaneous flow
field around cylinder C. The pictures are characteristic of the vor-
tex formation process and are very repeatable from cycle-to-cycle.

Fig. 7 Peak vorticity as a function of phase-angle

Table 3 Decay of peak vorticity in cylinder wakes

Single cylinder~Cantwell and Coles@23#! Cylinder array~present study!

Phase xp /d yp /d ^z&pd/Ub Phase xp /D yp /d ^z&pd/Ub

4 1.04 0.23 3.63 0 deg 0.94 0.44 5.7
8 1.71 0.17 2.68 72 deg 1.58 0.43 3.5

Fig. 8 The global flow pattern around the third row in the cyl-
inder array. Flow direction is from top to bottom.
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The mean velocity vectors for the corresponding phase-angles in
the cycle are overlaid on the picture. The direction of the vectors
compares well with the direction of the particle streak-lines in
most locations. The measurements appear to underestimate the
transverse velocity component in some locations. However, it
should be emphasized that the vectors are averages over many
shedding cycles in contrast to the picture that depicts the instan-
taneous flow field. Fig. 9~a! clearly depicts the formation of a
clockwise vortex very close, practically on, the right rear side of
cylinder C, the existence of which was previously assumed when
discussing Fig. 4. Furthermore, the anti-symmetry of the flow pat-
tern with respect to the wake centerline is readily verified from the
visualization pictures in Figs. 8 and 9. Indeed, there is strong flow
across the wake centerline inducing intense mixing in the wake
in spite of the symmetric flow perturbation imposed by the
pulsations.

3.5 Turbulence Field. The random fluctuations of the ve-
locity superimposed on the periodic mean flow are treated as the
turbulence content of the flow. Therefore, a turbulence field cor-
responds to each phase-angle which can be described by the dis-
tributions of the streamwise and transverse componentsu8/Ub

and v8/Ub respectively. Instead of showing these distributions
separately, it was deemed more appropriate to define a turbulent
kinetic energyq51/2(u821v82)/Ub

2 for describing the turbulence
field. The turbulent kinetic energyq is shown at eight phase-
angles over half a vortex shedding cycle in Fig. 10. Superimposed
on the colored contours of kinetic energy, are contour lines of the
mean vorticity field in order to elucidate the correlation between
vortex formation/shedding and turbulence in the flow.

The distributions show clearly that regions of high vorticity
correspond to islands of high turbulent kinetic energy. During the
initial stages of vortex formation in the wake of the third row
cylinder, e.g., see the clockwise forming vortex duringf
596– 168 deg, both the contours of vorticity and turbulent kinetic
energy increase in size and peak values increase in magnitude.
The high turbulence levels must be associated with the production
of turbulence due to the strain field imposed by the forming vortex
in analogy to the wake of an isolated cylinder@23#. Subsequently,
as the shed vortex is convected downstream it is squeezed in the
flow passage between the cylinders in the fourth row and it would
appear reasonable to assume that high turbulence levels are
caused by the disintegration of the coherent vortices into 3-D
turbulent flow. This is also evident by looking at the islands of
high q that enter the measurement region from above associated
with the disintegration of the vortices shed from the cylinders in
the second row, e.g., see region above cylinderD2 during f
596– 168 deg. However, it is difficult to explain the existence of
a small distinct peak inq just left to cylinderD2 for f524– 72
deg. It should be noted that variations in the strength and path of
the vortices from cycle to cycle~phase jitter! may contribute to-

wards higher turbulence levels. Although this is a common prob-
lem in phase-averaging, it is expected that the effect of phase jitter
is not pronounced in the present study because under lock-on
conditions vortex shedding is controlled by the imposed pulsa-
tions; thus, vortex strength and path do not vary from cycle to
cycle as randomly as for unforced flow.

The turbulence field observed in the wake of a cylinder array
studied here exhibits strong similarities to that observed in the
wake of an isolated cylinder@23#. Therefore, it might be argued
that the mechanism of turbulence production is the same. How-
ever, the turbulence field in the array is far more complex because
it involves both the production of turbulence associated with vor-
tex shedding in the wake and also the dissipation of turbulence
produced by the disintegration of vortices shed from upstream
cylinders.

3.6 Periodic and Random Reynolds Stresses.In the
analysis of the wake characteristics, it is instructive to separate the
contributions from the periodic and the random fluctuations to the
Reynolds stresses. The periodic Reynolds stresses arise from fluc-
tuations of the unsteady mean flow over the time-averaged or
steady mean flow. A periodic velocity componentũ may thus be
defined following the notation used in Cantwell and Coles@23#,

ũ5^u&2ū (6)

whereū is the time-averaged mean velocity and^u& is the mean
velocity at constant phase. The corresponding normal Reynolds
stress at constant phase isũũ/Ub

2 ~normalized!. The random fluc-
tuations over the unsteady mean flow also contribute to the total
Reynolds stress and the corresponding term isu8u8/Ub

2 ~normal-
ized!. The total Reynolds stress at constant phase is the sum of the
periodic and random contributions.

Figure 11 shows the distributions of the periodic and random
Reynolds stresses at a particular phase-angle (f50 deg!. The
distributions at other phase-angles are not shown for economy of
presentation. At the particular phase-angle shown, the streamwise
periodic Reynolds stressũũ displays high values in the flow re-
gion between the cylinders, particularly on the right-hand side
~Fig. 11a!. At this instant, which corresponds to the minimum
pulsation velocity upstream of the array~Fig. 3!, the counter-
clockwise vortex formed behind cylinder C has its maximum size
~Fig. 6!. The formed vortex on one side of the cylinder results in
asymmetric distribution of the normal stress. Note that, although
the external pulsations impose a symmetric perturbation with re-
spect to the wake axis, the resulting flow field displays strongly
anti-symmetric features due to the fluid motions associated with
vortex shedding.

The distribution of the transverse periodic Reynolds stressṽ ṽ
exhibits peaks above and below vortex centers associated with
rotation of fluid elements~Fig. 11b!. At the particular phase-angle

Fig. 9 The instantaneous flow structure in the measurement region with superimposed
phase-average mean velocity vectors: „a… fÄ0 deg; „b… fÄ12 deg
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shown, the counter-clockwise vortex directs the fluid above its
center towards the left hand side and that below on the opposite
direction ~cf. Fig. 4!. The presence of three vortices can be in-
ferred from the distribution at the particular phase-angle shown
consistent with the vorticity field shown in Fig. 6.

The random Reynolds stresses atf50 deg are shown in Fig.
11c and 11d for the streamwise and transverse components respec-
tively. Note that the average of the two distributions is the turbu-
lence kinetic energyq shown in Fig. 10 (f50 deg!. Both distri-
butions indicate the correlation between large-scale vortex

formation and small-scale random turbulence, i.e., the random
Reynolds stresses are high near the vortex centers~both in the
wake of cylinder C and upstream of cylindersD1 and D2). The
influence of disintegrating vortices shed from upstream cylinders
results in complicated distributions and overall the random Rey-
nolds stresses are quite homogeneous compared to the periodic
stresses.

Figure 11e shows the variation of the mean velocity at constant
phase^u& and the corresponding Reynolds stressũũ resulting
from this variation as a function of phase-angle at a particular

Fig. 10 The turbulence kinetic energy field
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point. The variation shown indicates the strong pulsating of the
flow in the streamwise direction. Note that the oscillations of the
streamwise velocity due to the imposed pulsations constitute only
a small fraction of the total variation. The variation of the trans-
verse component̂v& and the corresponding Reynolds stressṽ ṽ
illustrate the strong oscillations of the flow across the wake axis
~Fig. 11f !.

By averaging the periodic and random Reynolds stresses over
all phases the conventional~time-averaged! Reynolds stresses are
obtained. Following the notation used in Cantwell and Coles@23#
and extended further in Govardhan and Williamson@33#, the total
Reynolds stresses are introduced below:

Total5Periodic1Random

ûû5ũũ1u8u8

v̂ v̂5 ṽ ṽ1v8v8 (7)

Figure 12 shows the distributions of the time-averaged periodic
and total Reynolds stresses for both the streamwise and transverse
components.

The periodic part of the streamwise Reynolds stressũũ has
high values in the main flow paths in-between the cylinders, par-
ticularly at the shoulder of the cylinders where the maximum
blockage to the flow occurs and low values along the wake axis

Fig. 11 The periodic and random Reynolds stress for fÄ0 deg; „a… ũ ũ ÕUb
2, „b… ṽ ṽ ÕUb

2, „c… u 8u 8ÕUb
2, „d…

v 8v 8ÕUb
2. Periodic mean velocity and the corresponding Reynolds stress as a function of phase-angle; „e…

streamwise and „f … transverse component.
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~Fig. 12a!. It is known that the fluctuations due to vortex shedding
are comparatively low along the wake axis@23,34#. The ũũ stress
is dominated by the streamwise pulsation of the flow in the array
associated with periodic vortex shedding~as has already been
noted the imposed external pulsations contribute only a small
fraction!. The distribution ofũũ indicates that periodic fluctua-
tions have higher amplitude in the second row than in the third
row; a consequence of stronger vortices shed from the second row
@1#. A remarkable feature of the distribution is a spot of low values
around (x/d,y/d)5(5,0.8). It is suggested that at this region the
propagated fluctuations of the velocity induced by vortex shed-
ding from the second and third row collide and cancel out.

The periodic part of the transverse Reynolds stressṽ ṽ exhibits
the opposite distribution to that of the streamwise component with
high values in the wake axis and low values in the flow lanes~Fig.
12b!. The ṽ ṽ stress is dominated by the oscillations of the flow
across the wake axis associated with the entrainment of fluid from
the main flow paths into the shed vortices. Again, it is evident that
the periodic fluctuations associated with vortex shedding from the
second row have higher amplitude than those from the third row,
e.g., ṽ ṽ50.30 at (x/d,y/d)5(4.2,1.8) compared to 0.15 at~6.3,
0!.

The distributions of the total Reynolds stressesûû andv̂ v̂ ~Fig.
12c and 12d! are qualitatively similar to those of their periodic
counterparts in Fig. 12a and 12b but the absolute values are sig-
nificantly higher. It can be seen that the peak values of the total
Reynolds stresses in the actual wake of the cylinder are approxi-
mately equal to 0.35 and 0.45 for the streamwise and transverse
components respectively. However, although the streamwise value
is much higher than those reported for the wake of a stationary
cylinder by both Cantwell & Coles@23# and Govardhan and Wil-
liamson@33# the transverse one compares well with that reported
in @23#.

The peak values of the periodic part of the Reynolds stresses
ũũ and ṽ ṽ ~Fig. 12a and 12b! are 0.10 and 0.20 respectively.
These compare well with 0.08 and 0.23 reported for a single cyl-

inder despite the much larger Reynolds number in the latter case
@23#. In the present study the contribution of the periodic part of
the transverse component to the total stress is higher~45%! than
that of the streamwise component~29%!. This trend is in agree-
ment with observations in the wake of a stationary cylinder but
the actual percentage contributions reported for a single cylinder
are significantly higher@23,33#. It should be noted, however, that
if the whole flow cell under investigation is considered, i.e., if we
also take into account the higher stress values associated with
vortex shedding from the second row, then the periodic parts of
both the streamwise and transverse components contribute about
the same~nearly 67%! to the corresponding total Reynolds
stresses despite the distinctly different distributions observed in
connection with periodic vortex shedding. On the contrary, the
random parts of the Reynolds stresses~not shown here for brevity!
exhibit homogeneity in connection with the small-scale turbulence
in the flow.

3.7 Comparison to Unforced Flow. The velocity measure-
ments reported in this paper were obtained under the condition of
vortex shedding resonance or lock-on imposed by external stream-
wise pulsations of the flow approaching the cylinder array. With-
out controlling the frequency of vortex shedding in the array via
the pulsations it would not be possible to separate the periodic
velocity fluctuations of the unsteady mean flow that describe the
vortex shedding process from the random turbulent fluctuations.
Under no control, there exist multiple vortex shedding frequencies
in the array that are dispersed over wide ranges@1#. Undoubtedly,
the imposed pulsations can modify the velocity characteristics but
it is believed that qualitatively the flow patterns remain relatively
unchanged. A comparison between forced and unforced conditions
of the time-averaged velocity characteristics, for which the com-
parison is possible, is shown in Fig. 13. The comparison is made
in terms of profiles of the time-averaged mean velocity and the
total root mean square~rms! fluctuation.

The profiles of the streamwise mean velocityū are more flat

Fig. 12 Distributions of the periodic and total Reynolds stresses; „a… ũ ũ ÕUb
2, „b… ṽ ṽ ÕUb

2, „c… û û ÕUb
2 and „d… v̂ v̂ ÕUb

2.

334 Õ Vol. 126, MAY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and the deficit is less in forced flow~solid symbols! than in un-
forced~open symbols!. The degree of flatness of the profiles is an
indication of the development of the flow in the array@35#. Hence,
under forced conditions the flow develops faster, i.e., in fewer
rows. The differences in the profiles indicate a strong modification
of the time-averaged mean flow field. On the other hand, the pro-
files of the transverse mean velocityv̄ are quite similar in forced
and unforced flow, except for the profiles atx/d55. These profiles
display more negative values for forced flow than for unforced
which indicates a stronger deflection of the fluid and might be
associated with the entrainment of fluid from the flow lanes in the
wake; a process which is intensified under resonance.

The total rms fluctuation remains relatively unchanged between
forced and unforced flow. Given that the periodic fluctuations as-
sociated with variations of the mean flow increase under lock-on
conditions@1#, it may be argued that the true turbulence levels are
a little reduced. This suggests that comparisons based on the total
rms fluctuation can be misleading and that more elaborate data
may be needed. The superposition of large amplitude perturba-

tions might be expected to give rise to a systematic difference
between forced and unforced rms data of the streamwise velocity
component. However, the vortex shedding lock-on phenomenon is
associated with a more complex modification of the wake struc-
ture and is not simply a linear superposition of the perturbations
on the unsteady mean flow, particularly in a cylinder array. This is
supported by the fact that the results in Fig. 13 do not show a
systematic trend, even though it can be seen thaturms values are
higher at some locations in forced flow than in unforced.

4 Conclusions
Velocity measurements were carried out in a staggered array of

cylinders under conditions of vortex shedding lock-on using laser-
Doppler anemometry. Lock-on was imposed by external flow pul-
sations in the streamwise direction. The velocity fluctuations were
split into periodic and random components by averaging at con-
stant phase with respect to the pulsation phase. Due to the phase-
locking between vortex shedding and imposed pulsations, the

Fig. 13 Comparison between unforced „open symbols … and forced flow „solid symbols …

in terms of the time-averaged velocity statistics „a… streamwise mean velocity, „b… trans-
verse mean velocity, „c… streamwise total rms velocity, and „d… transverse total rms
velocity.
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measurements allowed the reconstruction of the unsteady mean
flow and turbulence fields over an average cycle of vortex shed-
ding that takes place in the third-row wake of the array.

The results obtained include data for the unsteady mean veloc-
ity ~vectors!, streamlines, mean vorticity and turbulence fields at
constant phase, which have not been available previously. The
Reynolds stresses that arise from periodic and random fluctuations
were further analyzed. It is found that periodic fluid motions are
associated with a strong pulsation of the fluid in the flow direction
and entrainment of fluid from the flow lanes across the wake, as a
result of the formation and shedding of coherent vortices in the
cylinder wake. Random flow fluctuations are associated with tur-
bulence production due to vortex shedding in the cylinder wake as
in the case of a single cylinder, and disintegration of coherent
vorticity into small-scale three-dimensional turbulence as the vor-
tices are squeezed in the narrow passage between the cylinders of
the downstream row.

This fundamental study should enhance understanding of the
complex cross-flow phenomena in cylinder arrays and provide a
reliable and analytical set of experimental data for testing and
verification of computational models. A further comment deserves
mention here. In the computations of the cross-flow in cylinder
arrays made by Beale and Spalding@19#, the periodic behavior is
established by applying an initial disturbance of frequencyf 0 in
an upstream module of the array and, assuming the flow is ‘dou-
bly periodic,’ the outflow from a downstream module is used as
the disturbance for the upstream module to establish a feedback
loop. If, for studying the array configuration here, the initial dis-
turbance frequencyf 0 is matched with the excitation frequencyf e
of pulsation employed here to control the vortex shedding fre-
quency and maintained constant, then direct comparisons can be
made between computations and the present experimental data.
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Towards Practical Flow Sensing
and Control via POD and LSE
Based Low-Dimensional Tools
Low-dimensional methods including the Proper Orthogonal Decomposition (POD) and
Linear Stochastic Estimation (LSE) have been applied to the flow between a backward
facing ramp and an adjustable flap. A range of flap angles provide a flow which is
incipiently separated and can be used to flesh out ideas for active feedback separation
control strategies. The current study couples Particle Image Velocimetry (PIV) and multi-
point wall pressure measurements using POD and LSE to estimate the full velocity field
from the wall pressure alone. This technique yields a sufficiently accurate estimate of the
velocity field that the incipient condition can be detected. The ability to estimate the state
of the flow without inserting probes into the flow is important for the development of
practical active feedback flow control strategies.@DOI: 10.1115/1.1760540#

1 Introduction
We present two important advances for the future implementa-

tion of active feedback control in incipiently separated flows. The
first, suggests that the POD modes can be used for active feedback
control as long as the ensemble from which the POD basis is
extracted has knowledge of the controlled state included. The sec-
ond addresses the practical implementation of closed-loop control
in situations where it is often undesirable or impossible to monitor
the flow using probes positioned within the field. For these cases
a technique to estimate the flow field from some point external to
the flow such as at the wall is demonstrated~see Taylor@1#, Taylor
@2#, and Taylor and Glauser@3#!. The Proper Orthogonal Decom-
position, POD, was originally developed by Lumley@4# as a tool
for identifying the most energetic coherent structures, or eddies,
contained within a turbulent flow field. Berkooz et al.@5# provide
a comprehensive review of the early applications of the POD to a
variety of flows. In 1997, Jorgensen@6# presented the POD modes
for a separated flow behind a fence that had been perturbed using
a large upstream oscillating disturbance. The POD modes were
shown for the base flow, the perturbed flow, and phase aligned
with the disturbance. The author used this information to argue
that phase aligned data provided the optimal basis set for decom-
posing a perturbed flow in a particular state. However, the ques-
tion facing the turbulence and flow control communities at this
point is how well a basis set constructed using information from
the base flow will function in the presence of a perturbation, i.e.
an excitation of the flow through the use of an actuator.

Chapman@7# and Chapman et al.@8# showed that as the flow
over a swept airfoil passed through a laminar to turbulent transi-
tion region, there was a shift in the dominance of the POD modes.
Prior to transition, the first POD mode dominated. As the flow
transitioned to a turbulent flow, the energy associated with the first
POD decayed while the second POD mode grew. A balance be-
tween the two modes was reached at the center of the transition
region. For a comprehensive review of low dimensional modeling
in transitioning flows see Rempfer@9#. Similarly, Eaton @10#
found that as the flow within the axisymmetric sudden expansion
passed its mean reattachment point, the energy contribution was
initially dominated by the first azimuthal Fourier mode but shifted
to a dominant ring mode. This is significant, because it shows
clearly that the POD based low-dimensional descriptions are sen-
sitive to relatively subtle changes in the structure of the flow.
These studies provide reason to believe that a low-dimensional

description constructed using information extracted from the full
range of flow states will describe the entire separation process.
Such a description will contain a single mode, or combination of
a few modes, which will characterize the large scale features of
the flow, i.e. the emergence of an inflectionary profile and forma-
tion of a recirculating region for the flow studied here. Recent
results in an engine cylinder flow~Fogleman et al.@11#, Boree
et al. @12#! clearly show the utility of such an approach. In these
studies, the POD is computed for fixed crank-angle over a number
of cycles. They then average over the crank-angles to obtain phase
invariant POD modes. These crank angle invariant POD modes
show desirable properties for forming a suitable basis for future
low-dimensional models.

Given a basis set that spans the range of all possible flow states
and an indicator of the instantaneous flow state, the challenge for
implementing feedback control systems includes the daunting task
of developing nonintrusive techniques for sensing the time-
dependent indicator. In 1977, Adrian@13# proposed the use of
stochastic estimation as a potential replacement for conditional
sampling approaches in the study of coherent structures in turbu-
lent flows. Cole et al.@14# showed that a coarse grid of hot-wire
anemometers could be coupled with two-point statistics acquired
on a grid with sufficient fidelity to avoid spatial aliasing could be
used to obtain an estimate of the velocity field in the axisymmetric
jet shear layer. Ukeiley et al.@15# and Bonnet et al.@16# built
upon the work of Adrian@13# and Cole et al.@14# by combining
the LSE with the POD to form a tool for obtaining the time de-
pendent low-dimensional description of a turbulent flow field. The
swept wing transition research of Chapman@7# used a correlation
between the shear stress from an array of surface mounted hot-
film anemometers and x-wire measurements of the velocity field
to estimate a low-dimensional description of the time-dependent
flow from information at the surface of the airfoil. Similarly,
Delville et al. @17# has shown that it is possible to use linear
stochastic estimation techniques to estimate the instantaneous ve-
locity field in an axisymmetric jet using an array of microphones
placed in a streamwise array outside the jet shear layer, and ap-
propriate statistics from the velocity field. Boree@18# has recently
proposed a technique very similar to the method presented in this
paper, that he refers to as the extended POD. This technique is
claimed to provide an objective means to extract correlated struc-
tures occurring in the velocity and pressure, particle motion, or
concentration fields.

The current study will show that the correlation between sur-
face pressure and the POD expansion coefficients describing the
flow field can be used in conjunction with the surface pressure to
estimate the full~mean and fluctuating! velocity field in an incipi-
ently separating flow.
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2 Proper Orthogonal Decomposition„POD…
In 1967, Lumley@4# proposed the Proper Orthogonal Decom-

position ~POD! as an unbiased technique for studying coherent
structures in turbulent flows. For more information regarding the
details of the proper orthogonal decomposition, the reader is re-
ferred to, Lumley@4,19#, Glauser et al.@20#, George@21#, Moin
and Moser@22#, Glauser and George@23# and Berkooz et al.@5#.

The POD is a mathematical approach based on the Karhunen-
Loeve expansion, which is used to decompose the fluctuating ve-
locity field into a finite number of empirical functions. These
functions,f, are linearly independent and form a basis set chosen
to maximize the mean square projection,a, on the fluctuating
field, uW .

uuW •fW u2

ufW •fW * u
5ua2u (1)

The * denotes the complex conjugate, and the inner product is
defined as (f ,g)5*Df (x)g* (x)dx, whereD defines a finite do-
main. The inner product of the candidate structure,f, with its
complex conjugate normalizes Eq.~1! and allows us to study the
degree of the projection rather than its magnitude. Lumley@24#
showed that this maximization can be performed using calculus of
variations, and Berkooz@25# presented a method of solving the
maximization by defining a Hermitian operator. Both of these
techniques lead to an integral eigenvalue problem of the form:

E E Ri j ~xW ,xW8!f j~xW8!dxW85lf i~xW !, (2)

where the kernel of Eq.~2! is the ensemble averaged two-point
correlation tensor,Ri j (xW ,xW8),

Ri j ~xW ,xW8!5^ui~xW !uj~xW8!&. (3)

By construction the kernel,Ri j , will always be hermitian. If the
random field occurs over a finite domain (D), such that the inte-
gral in Eq.~2! is also over a finite domain, the solutions to Equa-
tion ~2! follow the Hilbert-Schmidt theory~Lumley @4#!.

According to the Hilbert-Schmidt theory there are a discrete set
of solutions to Eq.~2! which may be selected such thatf (n) are
orthonormal,

E
D
f i

(p)~xW !f i
(q)~xW !dxW5dpq , (4)

and given a hermitian kernel, the eigenvalues are uncorrelated.

^an~ t !am~ t !&5l (n)dnm . (5)

Additionally, the projection of the random quantity on the eigen-
functions will yield a set of uncorrelated coefficients,

an~ t !5E
D
ui~xW ,t !f i

(n)* ~xW !dxW , (6)

which can be combined with the eigenfunctions to reconstruct the
original field,

ui~xW ,t !5(
n51

`

an~ t !f i
(n)~xW !. (7)

There are two possible methods of applying the POD to flows that
span multiple states~i.e., separated and attached boundary layers,
or favorable and adverse pressure gradients!. It is possible to solve
the POD for each flow state separately. The kernel of the integral
eigenvalue problem for this ‘‘conditional’’ approach is computed
for each flow state, which is dictated by the flap angle,b, as:

Ri j ~xW ,xW8,b!5^ui~xW ,b!uj~xW8,b!&. (8)

An alternate approach to this problem would be to disregard the
individual flow states and average the kernel over the entire range

of states, or flap angles. Dubbed the ‘‘composite’’ approach, this
method uses a kernel for the integral eigenvalue problem that has
been averaged over all flap angles,

Ri j ~xW ,xW8!5^ui~xW !uj~xW8!&. (9)

Substituting the ‘‘conditional’’ or ‘‘composite’’ kernels into Eq.
~2!, and accounting for the temporal and spatial limitations of the
single 2-D PIV system used in the current study, yields two eigen-
value problems. Both approaches have clear advantages and dis-
advantages. The ‘‘conditional’’ approach provides an optimal ba-
sis set for the decomposition of a particular flow state, but must be
interpolated or scaled between the measured states. The ‘‘compos-
ite’’ approach on the other hand, represents a compromise between
optimality and robustness. By averaging the ‘‘composite’’ kernel
over all the possible flow states, more eigenmodes are needed to
capture the structure of the flow, but the eigenfunctions need not
be scaled or manipulated so long as the flow state to be described
falls within the range of states included in the ensemble that forms
the basis for the kernel.

3 Linear Stochastic Estimation„LSE…
In the previous section we discussed the POD and how it could

be employed to describe quantities spanning a range of flow
states. The ‘‘conditional’’ and ‘‘composite’’ POD approaches are
different ways of analyzing flows that tend to change their char-
acter. In this section, we will explain how the POD, in either of
the forms discussed above, can be combined with surface pressure
information and stochastic estimation techniques to estimate the
velocity field and thus tackle another problem facing flow control
system scientists: remote sensing of the velocity field.

A large number of investigations have been performed, in a
variety of flows, using conditional averaging techniques to capture
a particular feature within the flow field. Adrian@13# recognized
that the statistical information contained within the two-point cor-
relation tensor,Ri j (xW ,xW8), could be combined with instantaneous,
or conditional, information to form a technique for estimating the
flow field given. Cole et al.@14# then proposed that rather than
defining an arbitrary indicator such as Adrian’s ‘‘conditional
eddy,’’ the instantaneous velocity field could be used. The adop-
tion of the velocity field yielded an estimation technique capable
of minimizing the complexity of difficult experiments. This reduc-
tion in complexity is accomplished by combining the statistical
information, acquired on a fine spatial grid, with instantaneous
velocity measurements, acquired on a coarse spatial grid, to esti-
mate the full instantaneous flow field.

To effectively apply closed-loop control in practical appli-
cations it is generally undesirable or impossible to monitor the
in situ flow using probes positioned within the field as proposed
by Cole et al.@14#. In these cases a technique is needed to esti-
mate the flow field from some point external to the flow. By
combining the LSE technique with the POD, an estimate of the
random POD coefficients can be obtained from the instantaneous
surface pressure.

In the modified stochastic estimation, the conditional structure
is defined by the random POD coefficients,an , from Eq.~6!. The
surface pressure was selected as an indicator of the presence of
the chosen conditional structure as a result of its integrated nature,
which corresponds to the random POD coefficients. The equiva-
lent conditional approach can be written as:

qn5^anup&, (10)

whereqn is the estimated random POD coefficients that describe
the velocity field overxW , given the surface pressure,p and the
empirical eigenfunctions. The estimated POD coefficient can be
described as a series expansion with each additional term in the
expansion containing increasing powers of the pressure condition.

qn5bnipi1cni j pipj1dni jkpipj pk1¯ (11)
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Equation~11! was truncated to include just the linear term plus
the error associated with neglecting the higher order terms.

qn5bnipi1O@pi
2# (12)

The elements ofbni are selected to minimize the mean square
error,eqn

5^@qn2an#2&, in the modified LSE by requiring that

]eqn

]bni
5

]^@bnipi2an#2&
]bni

50 (13)

and

]2eqn

]bni
2 .0. (14)

The solution to this minimization problem is a linear system of
equations,^pipj&bni5^anpj&, which can be written in matrix
form as:

F ^p1
2& ^p1p2& ¯ ^p1pq&

^p2p1& ^p2
2& ¯ ^p2pq&

] ] � ]

^pqp1& ^pqp2& ¯ ^pq
2&

GF bn1

bn2

]

bnq

G5F ^anp1&
^anp2&

]

^anpq&
G

(15)

The selected elements ofbni are then substituted back into Eq.
~12! to estimate the random POD coefficient for each of the in-
stantaneous pressure measurements. This operation yields a set of
estimated POD coefficients which may be used to construct an
estimate of the velocity, via Eq.~7! which has been modified to
carry the time-dependence, as per Aubry@26#. For more details on
the modified LSE method see Taylor@2#.

4 Experiment
The geometry used in this experiment is a perturbed version of

the traditional backward facing step flow with an inlet channel
height,h, of 0.076 m~3 in.! and an outlet channel height of 0.152
m ~6 in.!. Figure 1 shows the backward facing ramp, as well as the
adjustable flap, which were placed behind the step and above the
ramp, respectively. Varying the position of the flap alters the ad-
verse pressure gradient experienced by the flow. As the flap moves
from a position parallel to the ramp to the fully raised position, the
flow transitions from a curved channel flow, through a point of
incipient separation, and ultimately to a fully separated flow. Fig-
ure 2 presents the coordinate system used throughout this study.
For additional details regarding the facility, the reader is referred
to Taylor @1#.

The experiments consisted of six cases spanning 3 Reynolds
numbers and two different inlet conditions. The first three experi-

ments were performed at centerline velocities, measured 0.076 m
~3 in.! upstream of the ramp apex, of 4 m/s~13.1 ft/s!, 7 m/s~23.0
ft/s!, & 10 m/s ~32.8 ft/s! yielding Reynolds numbers based on
step height, Reh , of 23104, 3.53104, & 53104. The reduced
inlet channel~10 channel heights! produced a developing inlet
flow approximating an external flow within the test section. The
remaining three experiments were performed with a 30 channel
height inlet extension which included a 0.04h tall, square edged,
trip at the channel inlet.

For each experiment, 1024 statistically independent samples
were obtained at 3 deg increments over the 30 deg range of the
flap. Each sample included a measurement of the streamwise and
wall-normal components of velocity using a Dantec FlowMap,
2100 PIV system in an x-y plane above the ramp and simulta-
neously the static surface pressure was measured at 22 locations
on the ramp betweenxs50 and 105 mm~4.13 in.! in 5 mm~0.196
in.! increments.

Measurements of the inlet conditions were performed 2.5h up-
stream of the ramp apex using a Disa, 55M10 Constant Tempera-
ture Anemometer~CTA! with a Dantec, 55P15 boundary layer
probe and a Kron-Hite Model, 3343 analog low-pass filter with a
cut-off frequency of 2 kHz. The output signals were sampled at a
rate of 5 kHz using a National Instruments, PCI-6071E A/D card
with 12 bit accuracy and a personal computer.

The mean two-dimensionality of the flow in the span was veri-
fied to within 60.1 m/s~60.33 ft/s! over the full range of flap
positions, inlet conditions, and Reynolds numbers. At 4 m/s~13.1
ft/s! the inlet flow was nearly laminar and the BL thickness was
approximately 20% of the total channel height. As the flow rate

Fig. 1 The activewing test section with 22 static surface pressure taps on the spanwise centerline of the ramp,
and a Pitot-static „differential … probe located at zÄÀ0.152 m „À6 in. …

Fig. 2 The activewing coordinate system
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was increased to 7 m/s~23.0 ft/s! and 10 m/s~32.8 ft/s! the bound-
ary layers became turbulent and grew to thicknesses of approxi-
mately 35% and 40% of the total channel height respectively.
Extending the inlet from 10h to 40h and adding a 0.04h tall trip to
the upper and lower surfaces of the inlet at a location 40h up-
stream of the ramp apex resulted in turbulent flows with merged
boundary layers at all three Reynolds numbers. The energy spec-
tra for each of the flows with the additional inlet section exhibits
an extendedk25/3 region and a turbulence intensity of approxi-
mately 10% at the centerline.

The Dantec FlowMap 2100 Particle Image Velocimetry~PIV!
system was used to acquire multi-point velocity measurements in
a plane orthogonal to the ramp, where the potential for reverse
flow precludes the use of traditional techniques, such as rakes of
Constant Temperature Anemometry~CTA! probes. A ROSCO
commercial fog generator was used to produce spherical liquid
seed particles with diameters between 0.1mm (3.931026 in.)
and 5 mm (2.031024 in.) which would follow the follow the
fluctuations in the flow up to a rate of roughly 5 kHz. The seed
particulate was introduced directly upstream of the flow condi-
tioning section through a 76.2 mm~3 in.!3609.6 mm~24 in.!
settling tube which provided ample room for the glycerin particles
to cool. The acquisition was delayed while the seed made a com-

plete cycle through the facility thereby insuring a unifrom distri-
bution of seed particles. A pair of pulsed NEWWAVE RESEARCH

120 mJ Nd:YaG lasers illuminated an x-y measurement plane nor-
mal at the spanwise centerline of the channel. The lasers were
pulsed at time separation of 200, 108, and 33ms for the three
different Reynolds numbers which provided ample time for the
fastest moving particles to traverse roughly 1/2 the width of the
interrogation area between frames.

A Kodak Megaplus camera captured the pair of 100831008
images of the 15.24 cm315.24 cm measurement window which
covered the entire test section and yielded a magnification ratio of
151 mm/pixel (5.931023 in./pixel!. Each pair of images were
partitioned into 41341 interogation areas, each 32332 pixel in
size, with 25% overlap. Dantec’s FlowManager 3.30 software was
used to apply a Gaussian window, a digital bandpass filter, and
then perform the cross-correlation as well as the sub-pixel inter-
polation necessary to accurately determine the statistical shift in
the seed particles between frames. The estimated uncertainty in
the PIV measurements, at the centerline of the inlet channel flow,
was 61% for the 4 and 7 m/s cases and62.3% for the 10 m/s
case. The uncertainty increased in the low-speed recirculating re-
gion by roughly an order of magnitude.

An array of Modus T10 pressure transducers were used to mea-

Fig. 3 Mean velocity near the point of incipient separation for the extended „a, b… and short „c, d… inlet with a
RehÄ2Ã104
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sure the Pitot-static~differential! probe pressure, located at
20.076 m30.038 m320.152 m~23 in.31.5 in.326 in.!, and
the 22 static surface taps located along the spanwise centerline of
the ramp. These transducers were originally designed as draft sen-
sors and therefore have a very small full scale range but are un-
able to resolve signals with frequencies greater than 10 Hz. Taylor
@1# provide a discussion of the calibration procedures used with
this pressure transducer array. To briefly summarize, a common

manifold was connected to the 23 transducers and a uniform load
was applied to the array via the static surface pressure tap at the
apex of the ramp. The calibration procedure spans the full scale
range, 24.9 Pa~0.1 in. H2O), of the transducers and results in an
instrument uncertainty of approximately60.25 Pa~60.001 in.
H2O).

5 Results
Determining the flap angle~b! associated with incipient sepa-

ration was estimated by locating the point at which the wall nor-
mal shear stress,]us /]ys , was minimized but remained positive
over the length of the ramp. For the short inlet experiments the
boundary layers were not as developed and separation occurred at
an angle betweenb521 deg andb524 deg. For the extended inlet
experiments the boundary layers were more developed and the
point of incipient separation was delayed tob'18 deg. Figure 3
shows the flow in the test section prior to and near the incipient
separation point for the extended and short inlet cases.

Jorgensen@6# showed that the ‘‘conditional’’ POD approach is
optimal in the sense that for fixed flap angle, the number of modes
necessary to capture a given percentage of the mean square energy
in the flow is minimized. Figure 4 shows the energy contained in
the first 2 of 882 ‘‘conditional’’ POD modes for the flow at 4 m/s
~13.1 ft/s! and the extended inlet. This figure shows clearly that
the first POD mode captures no less than 98% of the energy and

Fig. 4 Mean square energy captured by the first „upper … and
second „lower … conditional pod modes at Re hÄ2Ã104 and with
the extended inlet in place

Fig. 5 The normalized mean square energy, jnÄln Õ(nÄ0
881 ln ,

for the first N Õ2, or 441, of 882 composite modes at
RehÄ2Ã104

Fig. 6 Mean square energy captured by the first 1, 2, 4, and 16
composite eigenmodes as a function of the flap angle, b, using
the velocity information at Re hÄ2Ã104 and with the extended
inlet in place
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the second mode captures no more than 0.5%. Note that in this
study we include the mean flow since we are interested in its
low-dimensional description.

The ‘‘conditional’’ approach has two pitfalls that make it im-
practical for use in control applications. First the flap position,b,
must be monitored for use in selecting the proper set of POD

solutions. Second, introducing various control states, and/or dy-
namic flap motions, will result in additional degrees of freedom,
each of which will have its own optimal POD solutions.

The ‘‘composite’’ approach is a compromise that trades the con-
vergence rate for convenience. Rather than retain a set of eigen-
functions for each flap angle and then develop a technique for

Fig. 7 Modes „a… 0, „b… 1, „c… 2, and „d… 3 of the 882 composite eigenfunctions which include information from both the
short and extended inlet cases at Re hÄ2Ã104, 3.5Ã104, and 5Ã104

Fig. 8 Phase averaged POD expansion coefficients, Šan„b…‹, for modes „a… 0, „b… 1, „c… 2 and „d… 3 at RehÄ2Ã104 and with
the extended inlet in place. Error bars indicate the magnitude of the fluctuations, 3 s, in the POD expansion coefficients.
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interpolating between the various flap angles, the ‘‘composite’’
technique uses a single set of eigenfunctions that contains some
information about the flow over a range of flap angles. Jorgensen
@27# has recently proposed a new analysis technique, referred to as
the SPOD, which falls between the ‘‘conditional’’ and the ‘‘com-
posite’’ approach. The SPOD provides a mechanism to retain im-
portant, yet less energetic, structures while varying two flow pa-
rameters, e.g. Reynolds number and flap angle.

Figure 5 presents the eignevalue spectra from the ‘‘composite’’
technique. For the particular flow investigated, the first four
modes capture'98% of the mean square energy in the flow. Note
that for the results reported here, we ignore the position of the flap
in the domain which leads to a negligible amount of spatial leak-
age~the spatial equivalent to temporal spectral leakage from time
series analysis due to different size temporal windows! into the
region above the flap.

Fig. 9 Comparison of the phase averaged POD and estimated POD expansion coefficients for modes „a… 0, „b… 1, „c… 2 and
„d… 3 at RehÄ2Ã104. Error bars indicate the magnitude of the fluctuations, 3 s, in the estimated POD expansion coefficients.

Fig. 10 Comparison of the wall normal velocity profiles on the ramped surface, u s„y s Õh … and v s„y s Õh …, at „a, d… x s Õh
Ä0.34, „b, e… x s ÕhÄ0.67, and „c, f… x s ÕhÄ1.01 with bÄ21 deg and Re hÄ2Ã104.
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A comparison between the ‘‘conditional’’ and ‘‘composite’’
POD approaches can be made by comparing the convergence
rates, or number of modes required to capture a significant portion
of the mean square energy in the flow. Figure 6 was constructed
by projecting 512 instantaneous measurements of the flow field at
each flap angle onto the ‘‘composite’’ eigenfunctions to determine
the random coefficients using a normalized form of Eq.~5!,

^anan&

(n50
881 ^anan&

[
ln

(n50
881 ln

5jn . (16)

Figures 7 and 8 show the first four ‘‘composite’’ POD eigenfunc-
tions, and the mean value of the first four phase averaged POD
coefficients as a function of flap angle. The 0th POD mode con-
tains the mean flow and the 1st mode appears to serve as switch,
or a strong indicator of flow separation. The combination of the
first two modes appears to determine the presence of a recirculat-
ing region, a fully attached flow, or a state of incipient separation.
When the flow is fully attached,b530 deg, the coefficient of
mode 1 has a positive mean value, with a magnitude approxi-
mately equal to the magnitude of mode 0. The product of the
mode 1 coefficient and eignefunction result in a flow that travels
down the ramp. As the flap is raised, the mode 1 coefficient de-
cays, and at the point of incipient separation the magnitude of the
mode 1 coefficient is 0. Continuing to raise the flap, causes the
mode 1 coefficient become negative and the flow to travel up the
ramp.

The desire to capture the characteristics of the flow without
performing any intrusive measurements resulted in the develop-
ment of the modified LSE. With each image acquired by the PIV
system an external analog-to-digital converter, A/D, was triggered.
This A/D sampled the surface pressure on the ramp from an array
of 22 transducers. This information was used in conjunction with
the POD coefficients to compute the modified LSE coefficients as
shown in Eq.~15!.

Figure 9 shows the first 4 phase-averaged POD coefficients,
^an(b)&, and the estimated POD coefficients,^qn(b)&. The trans-
ducers used in this study have a relatively low frequency response
and were not expected to resolve any more than the first few
modes which correspond to very large scale structures in the flow.
The modified LSE approach is capable of resolving the first three
POD coefficients~the mean, mode 0, and first two fluctuating
modes!. Beyond the third mode the transducers are only able to
estimate the coefficients prior to the point at which the flow sepa-
rates, approximately 21 deg.

Figure 10 presents a comparison of wall-normal velocity pro-
files for the original instantaneous field and the 4 mode POD
reconstructions of the field using the phased averaged POD coef-
ficients and the estimated POD coefficients, respectively. After the
reconstruction was performed, the velocity fields were rotated and
projected, using a bi-cubic interpolation routine, onto a uniform
grid defined normal to the ramped surface. Figure 10 demonstrates
the ability of the modified LSE technique to estimate the flow
field along the length of the ramp using information from a small
array of pressure taps and the two point statistics from the flow
field. Perhaps more importantly, this method has the potential to
provide velocity information from wall measurements which is
critical for the flow sensing requirements of future active feedback
flow control systems.

6 Summary and Future Work
A series of experiments were performed in the backward facing

ramp facility with several different pressure gradients imposed by
a flap above the ramp at 3 different Reynolds Numbers and with
two different inlet channel configurations using a particle image
velocimetry system and surface pressure instrumentation. Statisti-
cal POD based low-dimensional descriptions were constructed for
a variety of imposed pressure boundary conditions. A comparison

was made between a series of low-dimensional descriptions con-
structed for number of independent states of the flow and a ‘‘com-
posite’’ low-dimensional description constructed such that it in-
cluded information from broad range of flow states. This
comparison showed that the use of an ‘‘composite’’ low-
dimensional description was an advantageous compromise which
traded the number of modes required to capture a given percent-
age of mean-square energy for increased robustness. While a low-
dimensional construction for a single specific case required only 1
POD mode to capture 98% of the available energy~including the
mean flow!, the integrated low-dimensional approach was proven
capable of capturing 98% of the energy in any of the cases using
only 4 modes. A ‘‘composite’’ set of eigenfunctions used as the
core of a dynamical systems model may result in much more
robust system plants for future flow control investigations. In an-
ticipation of future unsteady work, a technique has been intro-
duced for estimating the instantaneous velocity field using surface
pressure measurements and the two-point statistics from the flow
field. This tool has been shown capable of estimating the first
three POD modes for each of flap angle. It is believed that in-
creasing the sensitivity and frequency response of the pressure
instrumentation will likely extend the usable range of this tool to
higher POD modes.
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Measurements of Surface-
Roughness Effects on the
Development of a Vortex
Produced by an Inclined Jet in
Cross-Flow
This study examines the effects of surface roughness on the streamwise development of a
vortex created by an isolated circular jet injected at 45 deg pitch and 90 deg skew into a
crossflow. The study is motivated by the typical surface conditions encountered on in-
service turbine blades of gas-turbine engines. Detailed measurements of the velocity field
have been performed with a miniature four-wire probe at the jet exit plane, in the oncom-
ing cross-stream boundary layer, and in a series of planes that capture the streamwise
development of the vortex in the crossflow boundary layer up to about 15 jet-discharge
diameters downstream of the jet. The paper presents the effects of surface roughness on
the structure of the dominant streamwise vortex created by the interaction of the inclined
jet with the mainstream, and documents the changes in the location, streamwise rate of
change of circulation, and streamwise rate of diffusion of this vortex. Through these
results, the change in the effectiveness of the vortex in energizing the boundary layer in
the presence of surface roughness can be quantified.@DOI: 10.1115/1.1758260#

Introduction
Generation of streamwise vortices along the walls of flow

paths, with the objective of manipulating the momentum distribu-
tion and/or heat transfer characteristics of the boundary layers
developing on these walls, is a well-established practice@1–7#.
Such vortices have also been considered for controlling larger
scale flow features, such as secondary flows prevailing in curved
ducts, to affect the overall total pressure losses and flow distortion
levels @8,9#.

Conventionally, such vortices are created by vanes or winglets
set at an angle of attack relative to the local boundary layer flow.
Since such vortex generators create an obstruction in the flow,
there is a drag penalty associated with them in off-design operat-
ing regimes. This shortcoming has stimulated research in the de-
velopment of low-profile vortex generators that produce the de-
sired flow control with less drag penalty than their conventional
counterparts@6,10,11,12#.

An alternative to the solid vortex generators, that potentially
does not suffer from parasitic drag, is based on the injection of
fluid into the crossflow~main flow! through a hole on the surface.
The jet of fluid is injected at a nonzero acute angle relative to the
surface~known as the pitch angle!, and is skewed relative to local
crossflow direction. Complex vortical structures develop in the
vicinity of the point of injection of a jet into the crossflow. These
include a dominant streamwise vortex, an unsteady wake on the
leeward side of the inclined jet, and a horse-shoe vortex wrapped
around the jet. The dominant streamwise vortex possesses general
features that are similar to those observed downstream of conven-
tional solid vortex generators. The concept of vortex-generator
jets ~VGJs! was originally proposed by Wallis@13#. VGJs provide
for variability in flow control, i.e. their effect can be readily ad-
justed by varying the jet velocity to meet changes in flow-control
requirements, which of course includes the option of turning them

off in operating regimes for which flow control is not required.
VGJs have been adopted by industry at a rather slow pace since
their first introduction by Wallis. This may be partly explained by
their higher initial and operating costs in comparison to solid vor-
tex generators. For such costs to be more-than-offset by the per-
formance gains that can be achieved with VGJs through the active
nature of this control mechanism, it is essential that the design
parameters of VGJs be thoroughly understood.

There have been an increasing number of studies that have
contributed to this understanding over the past two decades@14–
19#. Through these studies, a number of VGJ design parameters,
namely the jet-to-crossflow velocity~momentum! ratio, the pitch
and skew angles of the jet, the jet diameter relative to the local
boundary layer thickness, and the shape of the jet at discharge
have been investigated in considerable detail. In addition to pres-
sure, mean velocity and vorticity fields that have been most often
used to study the physics of VGJ flows. More recent efforts have
measured the turbulence properties of these flows as well@20,21#.

In practical applications, an array of VGJs placed side-by-side
can be used to establish flow control over a larger surface seg-
ment. Several studies in the published literature have focused on
the effect of the lateral spacing of the VGJs on the resultant
strength, decay rate and trajectory of the streamwise vortices, and
the differences in co- versus contra-rotating vortex arrangements
@19,22–25#. For a good summary of vortex-generator-jet studies
tailored for boundary-layer separation control, the reader is re-
ferred to the review of Johnston@26#. Finally, there are recent
efforts that have focused on the use of VGJs for heat transfer
control purposes@27,28#.

In practice, it is very likely that there will be some level of
roughness on the surface over which boundary-layer control is
sought through the use of VGJs. For example, the surface rough-
ness on in-service turbine blades in gas-turbine engines can be as
large as 300mm ~roughness peak to valley distance!, which con-
stitutes a substantial fraction of the boundary layer that is in av-
erage about 1mm-thick on smaller~with chord length of;2cm)
blades@29#. Over such surfaces, increases in the streamwise decay
and diffusion rates of the vortex produced by the VGJ would be
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expected due to increased aerodynamic resistance on the surface
and, for roughness that protrudes beyond the wall region of the
cross-flow boundary layer, modified turbulence structure of the
boundary layer. To the author’s knowledge, there does not exist a
study in the published literature that has investigated this matter,
hence the motivation for the present effort.

Experimental Apparatus

Wind Tunnel. In the planning of the experimental setup, em-
phasis was placed on the ability to acquire high-resolution and
accurate measurements that would not only assist in the explora-
tion of the flow physics but also be suitable as a benchmark for
computational-fluid-dynamics studies that are being undertaken
concurrently by the author. As such, the size of the isolated jet,
hence the thickness of the oncoming cross-flow boundary layer,
was chosen to be as large as our facilities permit. In the open-
circuit tunnel used for the experiments, air enters through a bell-
mouth inlet, passes through a honeycomb and three flow-
conditioning screens, a contraction of 3.75 area ratio, a 13 m-long
section with a cross-section of 168 cm width and 112 cm height at
the upstream end, and a cross-section of 168 cm3121 cm at the
downstream end, a rectangular-to-circular transition duct, and fi-
nally a section that houses the axial fan of the tunnel. The flow
path of the tunnel is shown schematically in Fig. 1.

Test Section. The inclined-jet-in-crossflow test section is
shown schematically in Fig. 2. It consists of a steel frame of 204
cm length, 167 cm width, and 71 cm height, housing a test surface
with a single jet hole and an adjustable ceiling. The frame is sized
to occupy the full length and full width of the rear test area in the
wind tunnel. The test surface is made of 25.4 mm-thick medium-
density fiber board. To allow positioning of they-z probe traverse
gear at multiple streamwise locations, the test surface is split into
multiple segments as shown in the figure. Dowel pins are used
between these segments to ensure absence of discontinuities in
surface elevation at the interfaces, and the interfaces are sealed
with tape to prevent leakage during testing. One of the surface

segments contains the jet hole, positioned at half span. For the
current study, the axis of the hole is oriented at 45 deg from the
surface and 90 deg from the longitudinal (x) axis of the test sec-
tion ~i.e., 45 deg pitch and 90 deg skew!. A 61 cm-long ramp of
2.4 deg inclination is installed ahead of the test surface leading
edge to provide a smooth transition of the flow from the wind
tunnel floor onto the test surface. The two-piece adjustable ceiling
is made of 7.5 mm-thick fiberboard, and is suspended on a series
of threaded rods. The purpose of the adjustable ceiling is to allow
manipulation of the streamwise pressure distribution on the test
surface. Variation of the streamwise pressure distribution is not
part of the test matrix of the current study, hence the ceiling ge-
ometry is kept fixed in the shape shown in Fig. 2. As seen in the
figure, the front portion of the ceiling provides a slightly converg-
ing flow path into the test section. Downstream of this region, the
ceiling is kept at a constant distance of 47 cm from the test sur-
face. For the present study, the jet hole center is positioned 67.3
cm ~about 10D) downstream of the leading edge of the ceiling,
which places it right at the end of the converging section of the
flow path. The static pressure distribution on the test surface in
absence of a jet flow, measured with surface pressure taps along
the test section centerline (z50), is given in Fig. 3. The pressure
coefficient,CP , is obtained by referencing the surface static pres-
sure to the free-stream stagnation pressure measured at (x5
26.27D, y53.66D, z50), and normalizing it by the dynamic
pressure at that location. The stagnation and dynamic pressures at
this reference location were measured with a pitot static probe.
The freestream is noted to accelerate most rapidly up tox50
where the ceiling levels off, with milder acceleration occurring
beyond this point, caused by the streamwise growth of boundary
layers on the ceiling, the test surface, and the test section side
walls. The overall streamwise acceleration of the freestream from
x524D to x518D is noted to be 10 percent of the free-stream
velocity at the reference location.

The airflow for the jet is supplied by a 5 hp centrifugal fan.
Upon discharge from the fan, the air is diffused into a 28 cm
328 cm360 cm stagnation chamber through a 15.6 cm-diameter
basket diffuser. Halfway through this stagnation chamber, the air
is passed through a layer of honeycomb, and then is accelerated
into a galvanized steel pipe of 68.26 mm inner diameter (D) and
55 cm (;8D) length through a bellmouth. The downstream end
of this pipe is flanged to the MDF board forming the test surface,
yielding a seamless transition from the pipe to the hole in the test
surface. The centrifugal fan is operated at a constant speed. The
jet velocity is manipulated by blocking the flow at the inlet of the
fan with multiple layers of furnace filter. The layers of filter are

Fig. 1 Wind-tunnel schematic

Fig. 2 Schematic of the inclined-jet-in-crossflow test section

Fig. 3 Test surface static pressure distribution measured at
zÕDÄ0
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placed in a wire cage that attaches to the inlet of the fan, and the
extent of flow blockage is controlled by adjusting both the number
of filter layers and the amount of compression of these layers.

The measurement of the vortex development behind the in-
clined jet is performed both on a smooth test surface and on a
surface populated with roughness elements. For the rough-surface
configuration, the roughness elements consist of 25.4 mm
('0.372D) diameter cylinders of 25.4 mm height. The elements
are placed at 50.8 mm intervals~center-to-center! in spanwise (z)
rows. These rows are placed 50.8 mm apart~center-to-center! in
the streamwise (x) direction in a staggered pattern, covering an
area extending fromx52.79D to x521D over the full width of
the test surface. The chosen roughness height is 1/6th of the thick-
ness of the crossflow boundary layer measured atx/D522. This
is compatible with the roughness-to boundary-layer-thickness ra-
tios encountered on small turbine blades in gas-turbine engines, as
compiled by Bons et al.@29#.

Instrumentation. The primary sensor used to measure the
3-D velocity and turbulence fields throughout the test section is a
miniature four-wire probe, controlled by a four-channel constant-
temperature anemometer, both of which have been developed in-
house. The four tungsten hot-wire sensors on the probe~each of
1.0 mm length and 5-micron diameter! are oriented at about 45
deg relative to the probe axis and are circumferentially positioned
at 90 deg from each other to form the shape of a pyramid@30,31#.
The four sensors collectively form a measurement volume of
about 2 mm diameter. This volume is quite small compared to that
of most commercial three- or four-wire probes, hence allows mea-
surement of the flow with high resolution. The choice of four
sensors instead of three was made to increase the range of flow
misalignments for which the flow direction can be determined
uniquely. Through measurements in the near field of a free jet,
Lavoie and Pollard@31# have shown the four-wire probe to yield
mean-flow and Reynolds stress information of accuracy compa-
rable to that of conventional cross-wire probes. In the present
work, calibration of the probe is based on the method of direc-
tional sensitivity functions, described by Dobbeling et al.@30#,
which has been demonstrated to be more accurate than alternative
methods@31#. The directional sensitivity functions are determined
through calibration of the probe on a probe-calibration apparatus
with motorized motion in pitch and yaw. The flow direction is
varied in 5 deg increments up to 45 deg of misalignment relative
to the probe axis. Several sets of values are obtained for these
functions over a flow velocity range varying from 5 m/s to 15 m/s,
to cover the approximate velocity range anticipated in the experi-
ments. The Reynolds number sensitivity of the directional sensi-
tivity functions was found to be small within this range. The an-
gular calibration was repeated regularly throughout the
experiments to monitor for any possible changes in the sensor
geometry that may occur accidentally during handling of the
probe. Although the angular calibration of the probe should not
change unless the sensor geometry is modified, the velocity cali-
bration of each of the four sensors is prone to relatively rapid
changes, primarily due to drift in the conditioning~analog signal
amplification and offset! circuitry of the constant-temperature an-
emometer. For this reason, the velocity calibration, performed
with the probe axis aligned to the flow direction in the probe
calibration apparatus, was repeated frequently throughout the ex-
periments. Based on the combined uncertainties of the angular and
velocity calibrations of the probe~slight changes in the calibration
curves between probe recalibrations; interpolation errors associ-
ated with the velocity calibration curves and directional-
sensitivity calibration surfaces! the velocity magnitude and direc-
tion measured with this probe are judged to be within 2% and
61.5 deg of the actual values. For flow misalignments greater
than about 30 deg relative to the probe axis, the uncertainty in the
flow direction is closer to62.5 deg. These uncertainties were
estimated based on the procedure described by Moffat@32#. In this
procedure, first the repeatability of the mean velocity and flow

direction measurements was established at a range of locations
within the VGJ flow field. These error estimates in velocity mag-
nitude and flow direction were then combined with the uncertainty
generated by the biquadratic interpolation scheme used in con-
junction with the angular calibration surfaces, the 9th-order least-
square interpolation curves used in conjunction with the velocity
calibration data, and the variations in the angular and velocity
calibration of the probe between calibration updates. The esti-
mated uncertainties for the mean velocity magnitude and flow
direction are noted to be consistent with those established by
Lavoie and Pollard@31#.

During the experiments, the effective cooling velocities of the
four wire sensors are non-dimensionalized by the reference veloc-
ity at (x524.44D, y54.39D, z50.0). Prior to the measure-
ments with the 4-wire probe, this reference velocity is correlated
against the difference between two pressures, measured on the
contraction of the tunnel with an MKS™ differential pressure
transducer of1/-10 torr range. In order to correct the hot-wire
signals for temperature variations as per the procedure described
by Bearman@33# ~typically a few degrees Celsius over the course
of each test run!, the temperature of the flow in the test section is
measured with a thermocouple.

Data Acquisition. The signals from the four wires of the
probe, the reference pressure difference, and the flow temperature
are simultaneously sampled with an Analog Devices RTI-834L
data acquisition card interfaced with a sample-and-hold amplifier.
The system utilizes a 12-bit A/D converter. Although transient
measurements are not intended for the reference temperature and
reference pressure, these quantities are sampled together with the
hot-wire signals at the same rate to simplify the structure of the
data records. The hot-wire signals are low-pass analog filtered
with a cut-off frequency that is set to half of the sampling rate.

At each measurement position of the four-wire probe, 18 cycles
of measurements are acquired, with each sampling cycle consist-
ing of 4,096 samples measured at a rate of 6,000 Hz. This sam-
pling rate and total sample count have been verified to be ad-
equate for statistical convergence of the mean velocity and
turbulence data.

Measurement Locations and Traverse System. The first
measurement plane is located atx525.5D and is used to docu-
ment the state of the oncoming mainstream boundary layer. The
second measurement plane, located atx522D establishes the
extent of change in this boundary layer due to the contraction of
the mainstream as it enters the test section. Five measurement
planes located atx54.5D, 7.5D, 10D, 13D and 15.5D are used
to document the downstream development of the dominant vortex
generated by the inclined jet. All of the measurement planes ex-
tend from z526.74D to z53.52D laterally, and up toy
54.54D from the test surface. These dimensions are larger than
those that would be required to completely capture the vortex
laterally and the full thickness of the cross-flow boundary layer.
This was done to document the overall flow field in the test sec-
tion, ensuring absence of any anomalies in the form of nonunifor-
mity of the freestream or boundary layer properties along the
width of the test section. To emphasize the flow field associated
with the vortex, only a portion of these measurement planes will
be presented herein. In each measurement plane, the first and sec-
ond measurement points off of the test surface are locatedy
56.6 mm (;0.1D) and y510 mm, respectively. The next 14
measurement points in the y direction are spaced 10 mm apart,
followed by 8 points of 20 mm spacing. In the lateral (z) direc-
tion, the spacing of measurement points is kept uniform at 10 mm.
These spacings result in close to 1,700 measurement locations in
each plane. For the case with surface roughness, the distribution
of the measurement points in the y direction is adjusted such that
the first point is located 6.6 mm above the top of cylinder-shaped
roughness elements of 25.4 mm height. The four-wire probe is
traversed in each measurement plane with its axis oriented longi-
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tudinally, i.e. aligned with the x coordinate direction. The sensor
wire configuration on the probe combined with the chosen cali-
bration procedure allows reliable use of the probe for flow mis-
alignments of up to 35 deg relative to the probe axis. The first
measurement plane downstream of the inclined jet is placed atx
54.5D, which has been found to be sufficiently far from the
location of the jet discharge to yield flow angularity that remains
within the calibration range of the probe when it is traversed as
noted.

To document the flow conditions in the jet as it discharges from
the test surface, the 4-wire probe is traversed parallel to the test
surface with its axis aligned with the axis of the jet. The measure-
ment grid is shaped elliptically to match the shape of the exit hole,
and the jet is traversed slightly above the test surface (y
50.044D) to allow the extension of the measurement grid to
cover the complete cross section of the jet without probe/wall
interference difficulties. Measurement points are slightly clustered
towards the perimeter of the hole where larger gradients in the
velocity distribution are anticipated. The measurement grid con-
tains a total of 227 points.

All measurement planes are traversed with a gear that provides
motorized motion of the probe in they and z directions. The
traverse gear is mounted to the test surface from below, and the
probe is attached to a stem that protrudes through the test surface.
As shown in Fig. 2, one of the test-surface segments contains a
slot extending in thez direction to accommodate the probe stem.
The probe position and its orientation relative to the reference
axes are estimated to be accurate to within 0.2 mm and 0.1 deg,
respectively.

Experimental Results and Discussion
The four-wire measurements of the present experiments have

produced both mean-flow and turbulence information. Herein, the
discussion of the effects of surface roughness on the flow field
downstream of the inclined jet is based on the 3-D mean-velocity
and vorticity fields. The turbulence field and its interaction with
the mean-flow field will be presented in a follow-up paper.

Inclined Jet Discharge and Upstream Cross-Flow Condi-
tions. The jet velocity field at discharge from the test surface is
shown in Fig. 4a. In this plot, the velocity component aligned
with the centreline of the jet,Vxj

, is shown as flood contours, and
the secondary-flow motions perpendicular to the jet centreline are
shown in vector format. The magnitude of the area-averaged ve-
locity, V̄xj

, is shown as a vector to provide a reference for the
magnitude of secondary-flow motions, thereby giving a sense for
the angularity of the flow. Considerable axial-flow nonuniformity
~25% to 135% ofV̄xj

) is noted over the cross-section of the jet,
with the axial velocity peaking on the leeward side with respect to
the mainstream crossflow, biased towards the upper side of the jet
relative to the test surface. The distribution of turbulence intensity
is given in Fig. 4b. For most of the jet flow, the turbulence inten-
sity averages to about 3.5%. On the windward side, interaction of
the jet with the cross-flow is observed to yield high levels of
turbulence. For reference, the jet flow in absence of crossflow was
measured to consist of a core of uniform velocity, surrounded by
a thin boundary layer along the perimeter, with 3.5% turbulence
intensity in the core.

The observed distribution of axial velocity in the jet is related
to the variation of static pressure along the perimeter of the jet at
discharge. On the windward side, the pressure is expected to be
relatively high due to deceleration of the mainstream cross-flow in
that region, as it encounters the jet. As the mainstream makes its
way around the inclined jet, it is expected to experience greater
acceleration over the upper side of the jet, since on the lower side
larger viscous forces would be present due to closer proximity of
the flow region to the test surface. Consequently, the static pres-
sure along the jet perimeter is expected to be relatively the lowest
along the upper-leeward side, and the highest along the windward

side. The cross-flow motion within the jet shown in Fig. 4a is
consistent with such spatial variation of static pressure. As men-
tioned earlier, the jet stream is produced by accelerating air from
a settling chamber into a short pipe through a bellmouth. This
design ensures close-to-uniform stagnation pressure distribution
across the jet stream. Consequently, any nonuniformity in the
axial velocity distribution observed at the jet discharge plane is
expected to be due to differences in the amount of acceleration the
jet fluid experiences, which in turn is caused by spatial variations
in the static pressure ‘‘boundary condition’’ imposed on this fluid
at the discharge plane. The spatial distribution of axial velocity in
Fig. 4a, in relation to the expected static pressure distribution
along the jet perimeter in this plane described above, is consistent
with this argument.

The area-averaged axial velocity of the jet is calculated to be
equal to 1.22Vre f , whereVre f is the reference velocity measured
in the freestream atx/D524.44, as described earlier. The jet flow
Reynolds number based on the jet discharge diameter and the area
averaged jet velocity is 46,400. The converging shape of the test-
section ceiling ~Fig. 2! results in slight acceleration of the
freestream upstream of the location of jet discharge. This accel-
eration is measured to yield a post-acceleration freestream veloc-

Fig. 4 a… Velocity and b… turbulence intensity fields at jet dis-
charge „uncertainties: Á2% for the velocity magnitude and
Á1.5 deg. for the flow direction …
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ity that is 11% greater~as measured atx/D522) than the refer-
ence velocity. As a result, the jet-to-mainstream velocity ratio,
based on the spatially-averaged jet axial velocity and the
freestream cross-flow velocity atx/D522, is equal to 1.1. This,
together with the presentd/D value of about 2.2, is a typical
configuration when the vortex generated by the inclined jet is
intended for boundary-layer control.

The mainstream cross-flow boundary-layer conditions upstream
of the jet-discharge location were quantified through hot-wire
measurements atx/D522 and x/D525.5. At x/D522, the
displacement and momentum thicknesses, normalized by the di-
ameter of the jet at discharge,D are determined to be 0.095 and
0.07, respectively. These values correspond toz/D50, i.e. the
lateral position of jet discharge. The variations in these integral
quantities fromz/D524.5 to 3.5 are within610%, confirming
the presence of a fairly 2-D cross-stream boundary layer. The
resultant shape factor of the boundary layer is 1.36. This is
slightly lower than the value of 1.4 prevailing atx/D525.5, due
to the acceleration of the flow between these streamwise locations.
The Reynolds number based on the momentum thickness and the
free-stream velocity atx/D522 is 2600, and the boundary layer
thickness is about 2.2D.

Downstream Development of Velocity and Vorticity Fields.
The velocity field in selective mainstream measurement planes for
the smooth- and rough-surface cases, as viewed from upstream, is

shown in Fig. 5. In the figure, thex-component of velocity, nor-
malized by Vre f is shown as flood contours, and the in-plane
velocity components are given as vectors.Vre f is also shown as a
vector to provide a visual reference for the cross-flow velocity
components.

The smooth-surface results appearing in the first column of the
figure indicate that the inclined jet has completed its roll-up into a
vortex byx/D54.5. The interaction between the inclined jet and
the mainstream leading to this single dominant vortex is fairly
complex, as described by Barberopoulos and Garry@18# among
others. The boundary-layer-energizing effect of the vortex is
clearly visible in the figure, with the high-momentum fluid at
some distance from the surface being convected towards the sur-
face along the downward-sweeping side of the vortex. A similar
effect on the axial-flow distribution is noted up to the last mea-
surement plane atx/D515.5, although the well-defined circular
cross-flow pattern visible in the upstream measurement planes is
no longer as distinct in this plane. Plots of thex-component of
vorticity, given in Fig. 6, support these observations. The range of
these plots is limited to vorticity of positive sign to yield a clearer
illustration of the spatial extent of the streamwise vortex in ques-
tion. It is noted that up tox/D510, the vorticity field associated
with this vortex maintains a near-circular perimeter. While the
vortex is subjected to turbulent diffusion by the surrounding
boundary layer fluid of the mainstream flow, its diffusion is also

Fig. 5 Velocity field of the vortex produced by the inclined-jet Õcross-flow interaction for smooth „a…
and rough „b… surfaces „uncertainties: Á2% for the velocity magnitude and Á1.5 deg. for the flow
direction …
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affected by its close proximity to the surface. Close proximity of
the vortex to the surface results in the production of a cross-
stream shear layer beneath the vortex, which separates from the
surface on the upsweep side of the vortex. This shear layer and its
3-D separation affect the local turbulence field, hence the rate of
diffusion of the vortex. Furthermore, cross-stream acceleration of
the fluid near the surface results in the production of vorticity of
opposite sign beneath the vortex. This vorticity accumulates in the

lower portion of the upsweep side of the vortex as shown in Fig.
7 for the first mainstream measurement plane downstream of the
inclined jet. Presence of this region of negative vorticity is respon-
sible for the reduction of the circulation of the vortex with down-
stream distance. The rate of this decay is presented in the next
section. Additionally, the region of negative vorticity is expected
to induce a velocity on the vortex, which tends to move the vortex
away from the surface. This effect is noted by comparing the

Fig. 6 Streamwise positive vorticity field of the vortex produced by the inclined-jet Õcross-flow interaction for smooth
„a… and rough „b… test surfaces „uncertainty in streamwise vorticity ÄÁ0.02…

Fig. 7 Streamwise negative vorticity produced on the test surface by the vortex with smooth „a… and rough „b…
surfaces „uncertainty in streamwise vorticity ÄÁ0.02…
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proximity to the surface of the region of positive vorticity associ-
ated with the vortex in each of the measurement planes shown in
Fig. 6.

The discussion thus far has focused on the velocity and vortic-
ity fields for the smooth test-surface case. The effect of roughness
on these fields is observed by comparing the plots in the right
columns of Figs. 5–7 to those in the left column of these figures.
The horizontal dashed line on the plots for the rough-surface case
represents the location of the top of the cylindrical roughness
elements. The axial-velocity flood contours give the appearance of
a somewhat more effective vortex in energizing the boundary
layer for the rough-surface case. This is a misleading observation
caused by a shift in the color bands of the flood plots between the
smooth and rough-surface cases. This shift is due to the freestream
axial velocity being slightly (;5%) higher across the test section
with the rough surface, caused by the greater rate of growth of the
mainstream boundary layer with downstream distance. The extent
of cross-stream motion driven by the vortex is somewhat weaker
in the presence of surface roughness, implied by the smaller re-
gion of positive vorticity at all streamwise positions in Fig. 6.
Although the spatial extent of this vorticity field is smaller with
the rough surface, the magnitude of vorticity within this region is
very similar for the smooth and rough surfaces at all streamwise
locations. This is consistent with the fact that presence of rough-
ness on the test surface is expected to alter the turbulence field
along the lower portion of the vortex, and the amount of vorticity
of opposite sign produced between the vortex and the surface,
both of which act along the perimeter of the vortex in affecting its
diffusion and decay rates. Finally, the trends in Fig. 7 suggest
production of larger amount of vorticity of negative sign on the
rough surface under the influence of the cross-flow motion driven
by the vortex. This, in turn, causes a larger displacement of the
vortex away from the surface~even with reference to the top
rather than base of the roughness elements! with downstream
distance.

In the case of the smooth test surface, at streamwise locations
corresponding tox/D54.5, 10 and 15.5, the streamwise vortex is
observed to be centered atz/D520.35,20.6 and20.6, respec-
tively. For the rough-surface case, in the same measurement
planes the vortex is centered atz/D520.3, 20.45 and20.45.
Considering its sense of rotation, the vortex is expected to migrate
in the negativez direction with downstream distance, judged on
the basis of the velocity induced on this vortex by its hypothetical
mirror image below the test surface. Such consideration of an
image vortex, as per inviscid-flow theory, ensures that the no-
through-flow condition of the surface is satisfied mathematically.
In reality, presence of viscous forces resulting from the no-slip
condition yield lateral migration rates lower than those predicted
by inviscid flow theory, mostly because of the reduction in the
circulation of the vortex during its streamwise development. In the
case of the rough test surface of the present study, the larger
streamwise decay rate of the vortex caused by greater viscous
forces is therefore one of the factors responsible for the reduced
lateral migration of the vortex in this instance. A second factor
responsible for this trend is the fact that the vortex is placed far-
ther away from the test surface when roughness is present. This
increases the distance of the vortex from its hypothetical image,
thereby reducing the magnitude of the mutually induced lateral
velocity in an inviscid sense.

Streamwise Decay of the Vortex. The streamwise variation
of circulation,G, associated with the dominant streamwise vortex
created by the interaction of the inclined jet with the mainstream
cross-flow is shown in Fig. 8. In the calculation of circulation in
each measurement plane, integration of thex-component of vor-
ticity is performed only over the portion of the measurement plane
occupied by the vorticity field of this vortex. This ensures that the
resultant circulation values are not affected by the contribution of
low-level vorticity ~within the uncertainty range! over the remain-
der of the measurement plane. Atx/D54.5, the circulation of the

vortex is noted to be substantially lower with the rough test sur-
face. The rough portion of the test surface starts atx/D52.8,
hence the difference in theG values noted atx/D54.5 is caused
by the effect of the roughness elements on the vortex development
over a rather short streamwise distance of 1.7D. This observation
is particularly interesting in view of the very similar decay rates of
the vortex betweenx/D55 and;8 for the smooth- and rough-
surface cases. When the vortex first encounters the roughness el-
ements, its proximity to the test surface would be the same as with
the smooth surface. As a result, the roughness elements would
initially penetrate deeper into the core of the vortex than is the
case farther downstream, where the vortex is centered farther
away from the surface when roughness elements are present~Figs.
5, 6!. This may explain the apparent higher rate of decay of the
vortex upstream ofx/D54.5 when the test surface is rough. Be-
yond x/D'8, the decay rate of the vortex is noted decrease with
the smooth surface, whereas the decay rate remains nearly con-
stant betweenx/D54.5 and the last measurement location of
x/D515.5 when roughness is present. This highlights the effect
of roughness on the generation of counter-sign vorticity on the
surface beneath the vortex.

Despite the notable differences in the circulation of the stream-
wise vortex in its early stages of development with smooth and
rough surfaces, and the effect of roughness on the streamwise rate

Fig. 8 Streamwise variation of circulation

Fig. 9 Streamwise variation of maximum vorticity in the core
of the vortex „uncertainty in streamwise vorticity ÄÁ0.02…

352 Õ Vol. 126, MAY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of change of circulation, the peak streamwise vorticity measured
at the center of the vortex,Vxmax

is noted to be very similar for the
two cases, as shown in Fig. 9. Although a slightly larger value of
Vxmax

is observed for the rough-surface case at all streamwise
locations, this difference is very close to the estimated uncertainty
in Vx . The differing trends inVxmax

andG is explained by the fact
that the counter-sign vorticity generated between the vortex and
the surface affects the vortex along its perimeter, hence stream-
wise decay of the vortex progresses radially inwards. The fact that
the variation ofVxmax

with streamwise distance is not sensitive to
surface roughness even atx/D515.5 suggests that at this stream-
wise position the diffusion of the vortex core continues to be
driven by local turbulence and viscous stresses, unaffected by the
decay mechanisms in effect along the perimeter of the vortex.
Finally, the fact that theVxmax

values in the vortex core are very
similar atx/D54.5 for the smooth and rough surfaces may sug-
gest that the formation~roll-up! of the vortex is already complete
or nearly so as it first encounters the roughness elements atx/D
52.8.

Conclusions
The paper presents the results of an experimental study exam-

ining the effects of surface roughness on the streamwise develop-
ment of a vortex created by an inclined jet in crossflow. It is
shown that surface roughness affects the circulation of this vortex
primarily in its early stages of development, with a relatively
smaller effect on the rate of decay beyond about 5 jet diameters of
streamwise distance. The vortex is observed to be positioned fur-
ther away from the test surface in the presence of roughness,
which in turn influences its location laterally. Despite the differ-
ence in the streamwise rate of change of circulation for smooth
and rough surface conditions, the peak streamwise vorticity in the
vortex is observed to remain unaffected by the roughness of the
surface up to the last measurement location 15.5 jet diameters
downstream of the jet discharge. This observation is shown to be
consistent with the physical mechanism through which roughness
is expected to affect the decay and diffusion of the vortex. The
study has also highlighted the effect of the nonuniform static pres-
sure distribution in the jet discharge plane, that results from the
interaction of the crossflow and the jet stream, on the axial veloc-
ity distortion in the jet stream.
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Nomenclature

Cp 5 static pressure coefficient
D 5 diameter of the circular jet exit hole, measured per-

pendicular to the jet axis
Tu 5 turbulence intensity
V 5 local flow velocity, normalized byVre f

V̄ 5 area-averaged velocity
Vre f 5 reference velocity measured atx524.44D,

y54.39D, z50
x, y, z 5 cartesian co-ordinates; refer to Fig. 2

V 5 vorticity, normalized byD andVre f
G 5 circulation, normalized byD andVre f
d 5 cross-flow boundary layer thickness

Subscripts

ref 5 reference quantity measured atx524.44D,
y54.39D, z50

x 5 component in the x direction
xj 5 component aligned with the axis of the inclined jet at

discharge
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Analysis and Modeling of
Pressure Recovery for Separated
Reattaching Flows
Analyses have been carried out on the mean pressure data for separated reattaching flows
downstream of a variety of 2-D bluff-bodies to reveal some similarity features. The step
height has been identified as an important parameter in relationships such as the corre-
lation between the reattachment length xr and the initial shear-layer angle. The separa-
tion velocity (deduced from separation pressure cps! in the direction perpendicular to the
upstream flow increases linearly with the reattachment length at fixed step heights. The
streamwise location of the vortex center xv (deduced from mean streamline plots) corre-
lates with the location of minimum pressure xm and each varies linearly with the reat-
tachment length. Pressure force, moment and center of pressure induced by the standing
vortex also increase with the reattachment length. An inviscid flow model of a rectilinear
stationary vortex above a flat wall leads to a general form of the pressure recovery
~cp2cp min!/cp max2cp min!5~8/9! x̂2~ x̂211!/~ x̂211/3!2xm,,,xr where 0< x̂~1
5Xm/Xr! and cp max and cp min are respectively the maximum and minimum pressure
coefficients. It is demonstrated that the present analyses allow the pressure distributions
downstream of various fore-bodies to be realistically predicted.
@DOI: 10.1115/1.1758266#

1 Introduction

This paper considers some similarities of the mean pressure
distribution arising from incompressible flow separating from a
bluff body and reattaching on a flat solid surface downstream.
This type of flow is of enormous engineering interest as it is often
encountered in flow-measurement devices such as the orifice
meters and on aerodynamic control surfaces. In particular, accord-
ing to Roshko@1#, the shear layers separating from a circular
cylinder and reattaching on a downstream splitter plate reduce the
pressure drag coefficient from 1.1 to 0.7 at a Reynolds number of
1.453104. For low Reynolds numbers between 0.353103 and
1.153103, the overall drag coefficient of a rectangular cylinder is
reduced from 2 to 1 when a splitter plate is added, as reported by
Mansingh and Oosthuizen@2#. Recently, the experimental results
of Fertis@3# and the numerical computation of Finaish and With-
erspoon@4# show that the separated flow with subsequent vortex
formation generated by a backward-facing step on the upper sur-
face of an airfoil leads to considerable enhancements in lift and
lift-to-drag ratio.

Some similarity features of such flow were earlier identified by
Roshko and Lau@5#, which reported the pressure measurements
downstream of separated flow occurring behind a number of bluff
bodies, as shown in Fig. 1a. Their hypothesis that the reattach-
ment pressure rise depends on the velocity and pressure (Ue ,pe)
approaching separation leads to a pressure coefficientc̃p52(p
2pe)/(rUe

2) different from the ordinary pressure coefficientcp

52(p2p`)/(rU`
2 ), which is based on the free-stream velocity

U` and pressurep` . The two coefficients are related byc̃p

5(cp2cpe)/(12cpe), where cpe5cp at p5pe . Experimental
measurements with thin boundary layers at separation, which are
characterized by the reattachment pressure rise coefficientc̃pm

~i.e. whenp attains its maximum valuepm), can be well collapsed

onto a single curve when plotted in terms ofc̃p and the reduced
distance coordinatex/xr , wherex is measured from the separation
point. It is important to note that

1. whenpe is taken to be the minimum pressure, the combina-
tion, c̃p / c̃pm , is identical to the ordinatecp* 5(cp2cp min)/(cp max

2cp min) ~wherecp max and cp min are respectively the maximum
and minimum pressure coefficients! used by Narayanan et al.@6#
and Gai and Sharma@7# to achieve better collapse of pressure data
of various separation conditions,

2. the theoretical basis for the single curve is limited in the
literature.

Cherry et al.@8# measured the unsteady structure of such flow
behind a number of 2-D bodies~see Fig. 1b!. Their data on the
reattachment length verses the angle of separation follow Simp-
son’s @9# relation closely. Djilali and Gartshore@10# studied the
size of a separation bubble behind a blunt thick plate at various
initial shear-layer angles, as depicted in Fig. 1c. The trend of their
data, although similar to that of@8#, follows a different variation.
Besides, it is unclear how flows at separation and reattachment
may be linked.

The objective of the present study is to analyze the experimen-
tal data of separated reattaching flows available in the literature
for the purpose of establishing relationships linking the pertinent
parameters. The ultimate goal is to develop a mathematical model
for predicting the pressure induced by the standing vortex. In the
first part of this paper, a relation unifying those from@9# and@10#
is proposed to provide the trend of the data from@8# and @10# by
including the step height. Its validity is demonstrated by testing
against data from@5# and Govinda Ram and Arakeri@11# ~see Fig.
1d for fore-body shapes!. A further step is taken to correlate the
initial condition ~i.e. the separation pressure! and final condition
~i.e. the reattachment length! of this flow at fixed step heights.
Such a relation is well supported by existent data. The reattach-
ment length has also been correlated with the vortex-center loca-
tion and minimum pressure distancexm , pressure gradient at re-
attachment, force, moment and center of pressure.

Based on thin-airfoil theory, O’Malley et al.@12# proposed a
constant-pressure/constant-vorticity model for inviscid, incom-
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pressible flow down a backward-step, providing some theoretical
basis for reduced coordinates suggested by@5#. The second part of
this paper is on inviscid models of a standing vortex, one with the
vorticity tightly concentrated in a vanishing core and another with
the vorticity proportional to the stream function and distributed
over a finite core. Pressure distributions from@5,8,10–11# plotted
in terms ofcp* and (x2xm)/xr are in favor of the model having a
vanishing core. The last part of this paper is devoted to demon-
strate how realistic the predicted pressure distributions can be
when the similarity features are incorporated into the model.

2 Effects of Initial Shear-Layer Angle and Step Height
Figure 2a depicts the general flow configuration of the present

study, identifying parameters such as step heighth, maximum
fore-body thicknessH, thickness of splitter-platet ~i.e., t12h

5H), separation angleu, reattachment lengthxr and streamwise
vortex locationxv . The experimental pressure distribution behind
a wedge corresponding to 2u560 deg from@8# is shown in Fig.
2b together with parameters such asxm , cp max, cp min and sepa-
ration pressurecps .

Simpson @9# presented a comprehensive review of two-
dimensional turbulent separated flow. For a given wind-tunnel
solid-blockage ratio, the reattachment length and the separation
angleu is proposed as

@xr~u!2xr~0 deg!#/@xr~90 deg!2xr~0 deg!#5sinu (1)

where u50 deg andu590 deg correspond to the backward-
facing step and the vertical fence with a splitter plate downstream,
respectively. Data of models B to E from@8# ~see Table 1 for
values ofu and dimensionless step heighth/H) are closely de-
scribed by~1!, as shown in Fig. 3a. The data point of model A
(h/H50) does not conform to~1! but follows data of the five
cases from@10# ~whereu545 deg,60 deg,75 deg,85 deg,90 deg,
h/H50) and the variant correlation

xr~u!/xr~90 deg!5sin2 u (2)

The two sets of data are obviously segregated by the difference in
step height, which is consistent with the dimensional analysis by
Smits@13# where the splitter-plate thickness was considered as an
important dimensionless group. Based on the step heights from@8#
and @10#, ~1! and ~2! can be unified to form

xr~u,h/H !2xr~0 deg,h/H !

xr~90 deg,h/H !2xr~0 deg,h/H !
5sinn u (3)

wherexr(0 deg,0)50 andn522(1/0.37)(h/H). The validity of
~3! is demonstrated in Fig. 3b, when plotted with data of models
B, D and F from@5# and of six models from@11# with values of
h/H listed in Table 1. Ifxr(0 deg,0.19) is linearly interpolated
from xr(0 deg,0) andxr(0 deg,0.34), then~3! is also consistent
with the data of models E and C, as shown in Fig. 3b. Note thatu
for models D and E were estimated from the flow-visualization
pictures in Lau@14#.

Unlike the reattachment length, the separation pressurecps
from @8# decreases withu, a trend which is ‘‘opposite’’ to that of
@10#, further highlighting the significant influence from the step

Fig. 1 Fore-body shapes used in various studies „with flow
from left to right …. „a… from †5‡, „b… from †8‡, „c… from †10‡, and „d…
from †11‡.

Fig. 2 Definitions of pertinent parameters used in the present
study. „a… General flow configuration, „b… pressure distribution
„2uÄ60 deg … from †8‡.

Fig. 3 Variations of reattachment length x r ÕH with initial
shear-layer angle u. „a… > for models B to E and h for model A
from †8‡, ¿ for models from †10‡, : Eq. „1…, """": Eq. „2…, „b… Ã,
,, n, s, x, L for models A to F from †5‡, : Eq. „3…, * for
models from †11‡.

Table 1 Details of models from references ††5‡, †8‡, †10‡ and †11‡‡.

@5# @8# @10# @11#

Model u h/H Model u h/H Model u h/H Model u h/H

F 0 deg 0.34 E 0 deg 0.44 – 45 deg 0 Triangular 15 deg 0.32
D 24 deg 0.34 D 30 deg 0.38 – 60 deg 0 ‘‘ 30 deg 0.32
B 90 deg 0.34 C 60 deg 0.37 – 75 deg 0 ‘‘ 45 deg 0.32
E 24 deg 0.19 B 90 deg 0.37 – 85 deg 0 ‘‘ 63.5 deg 0.32
C 90 deg 0.19 A 90 deg 0 – 90 deg 0 ‘‘ 70 deg 0.36
A 90 deg 0 ‘‘ 90 deg 0.36
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height. Instead of finding a relation linking the three parameters in
each case, it is believed that separation may be linked to reattach-
ment throughcps , xr , u andh/H. In analyzing experimental data
on separated flow~without downstream reattachment! around a
flat plate at inclinationa, Yeung and Parkinson@15# found that a
‘‘characteristic’’ wake width leading to a constant modified Strou-
hal number takes the form ofD* 5cA12cpb(a) sina, wherec is
the plate length andcpb(a) is the separation pressure ata. A
similar expression@16# has also been identified for the flow
around a symmetrical wedge. For separated reattaching flows
where the prominent feature is the ‘‘coherent’’ vortex structure in
the free shear layers~see Roshko@17#!, xr is the characteristic
length. Data from@5,8,10# are reasonably collapsed in Figs. 4a
and 4b by

A12cps~u! sinu5a~xr /H !1b (4)

wherea andb are functions ofh/H shown in Fig. 5a. Additional
evidence for~4! can be found in Fig. 4c, where data are from
@13–14,18–23#. The separation velocity in the direction normal to

upstream flow,m(u)5A12cps(u) sinu, being linearly related to
the characteristic length suggests that separated flows~with and
without reattachment! are similar.

3 Location of Standing Vortex
To gain an understanding of how the pressure recovers after

separation, it is important to study the associated flow field.
Roshko@1# postulated a kind of standing vortex formed on each
side of the circular cylinder when placing a splitter plate along the
center line of the wake. The existence of a vortex is clearly con-
firmed by the streamline plots such as those in@20,24–30#. If the
vortex centerxv ~measured from the separation point! is defined
as the mean of leftmost and rightmost distances of the inner
streamline from the separation point in@24–26# where the
backward-facing step is the geometry~i.e., h/H51), then from
Fig. 6a xv /H50.32(xr /H)10.79, where the Reynolds number
ReH ranges between 5.53103 and 53105. It is interesting to note
that when xv and xr were measured from the base of the
backward-facing step, Acrivos et al.@31# concluded thatxv /xr
;1/3 when ReH.30. As gathered from these two expressions,
increasing the Reynolds number has negligible effect on the gra-
dient of the linear relation betweenxv andxr .

One effect of a stationary vortex hovering above a solid bound-
ary is to induce a suction peak, as pointed out by Hummel@32# for
the flow over a slender delta wing at large angles of attack. In fact,
its relevance to separated reattaching flows was earlier pointed out
when it ~rather than the separation pressure! was used in@5# to
define the reduced pressure coefficient. The location of such suc-
tion is explored here by correlating it with the streamwise location
of the vortex from @24–25# ~no pressure measurements from
@26#!, giving xv /H50.44(xm /H)11.45 in Fig. 6b. With the lim-
ited data available, the main purpose here is to emphasize the
effect from the step height by including data from@20,27,29–30#
of other geometrical shapes~whereh/HÞ1) in Figs. 6a and 6b.
As such, the effect of the initial shear-layer angle~i.e., throughxr)
on xm should also be appropriately addressed by segregating data
from @5,8,10# in terms of h/H, as shown in Fig. 7. In general,
where

xm /H5c~xr /H !1d (5)

wherec andd are functions ofh/H, as shown in Fig. 5a.

4 Force, Moment, Pressure Center and Pressure Gra-
dient at Reattachment

Most of the pressure distributions cited above exhibit thatcp is
negative from separation to reattachment. Even in the exceptional
case, the backward-facing step, wherecp.0 at reattachment,cp is
negative within most of the re-circulating zone. Therefore, the
resulting pressure force has its direction pointing upward, explain-
ing why the separated reattaching flow behind the step may en-
hance lift, as reported in@3,4#.

Fig. 4 Variations of initial shear-layer velocity u „u… with reat-
tachment x r ÕH. „a… and „b… see legend of Fig. 3. „c… Ã for u
Ä30 deg and 90 deg from †13‡, x for truncated airfoil from †14‡,
s from †18‡, h from †19‡, d from †20‡, L from †21‡, v from †23‡,

: least-square fit.

Fig. 5 Variations of coefficients „a… a, b , c , d , „b… e, f , g , k , „c…
p , q with h ÕH.

Fig. 6 Location of vortex center x v ÕH vs. „a… reattachment
length x r ÕH, „b… location of minimum pressure „x m ÕH…. s from
†20‡, > from †24‡, , from †25‡, Ã from †26‡, n from †27‡, * from
†29‡, h from †30‡, : least-square fit of data from †24,25,26‡
where h ÕHÄ1.
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Similarities of overall pressure distributions from@5,8,10# are
investigated through force coefficientcl5*x50

xr (2cp)d(x/H),

moment coefficientcm5*x50
xr (2cp)(x/H)d(x/H) and center of

pressurexg5cm /cl . After taking the variation of step height into
consideration, it is found that

cl5e~xr /H !1 f (6)

xg5g~xr /H !1k (7)

while cm behaves like a quadratic function ofxr /H, as shown in
Figs. 8–9. Coefficientse, f, g andk are functions ofh/H, as shown in Fig. 5b. In passing,~1! and ~6! suggest that lift enhance-

ment found in@3# may be optimized by increasing the angle of
separation.

When studying the reattaching separated flow behind a vertical
fence mounted on the wall of a wind tunnel, Fricke@33# proposed
a lift coefficient similar tocl but with the upper limit of integra-
tion replaced by the ‘‘distance downstream of separation tocp
50 position.’’ His result, corresponding toh/H51, is cl
50.69(xr /H)22.5, which is quite comparable tocl
50.64(xr /H)27.7. The discrepancy in the intercept may be

Fig. 7 Location of minimum pressure x m ÕH vs. reattachment
length x r ÕH. See legend of Fig. 3, : least-square fit.

Fig. 8 Variations of force c l , moment c m and center of pres-
sure x g with reattachment length x r ÕH. „a…, „b…, „c… from †8‡, „d…,
„e…, „f … from †10‡. See legend of Fig. 3, : least-square fit.

Fig. 9 Variations of force c l , moment c m and center of pres-
sure x g with reattachment length x r ÕH from †5‡. See legend of
Fig. 3, : least-square fit.

Fig. 10 Variations of pressure gradient at reattachment
„dc p Õdx … r with reattachment length x r ÕH. See legend of Fig. 3,

: least-square fit.
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caused by the differences in the solid blockage ratio (4%;8% in
@33#, 3%;5% in @5,8,10#! and the method to calculatecl .

Streamwise pressure gradient has long been recognized as an
important parameter in fluid flow. In the present study, the pres-
sure gradient at flow reattachment is of particular interest. Mea-
surements from@5,8,10# in Fig. 10 show that it is always positive
and may be correlated withxr as

dcp

d~x/H !
5

p

~x/H !q at x5xr (8)

wherep andq are functions ofh/H, as shown in Fig. 5c.

5 Flow Models for Reduced Coordinates
After examining the similarities of pressure data in coordinates

(x/H,cp), they are studied in reduced coordinates. Figure 11 com-
pares the data from@5,8,10–11# plotted in terms of (x/xr ,c̃p) ~as
originally suggested in@5#! and (x̂,cp* ), where x̂5(x2xm)/xr ,
demonstrating that the latter can collapse data of thicker
boundary-layer at separation without affecting others. From Fig.
11, it is obvious thatcp varies from its value at separationcps to
its minimum valuecp min gradually over 0,x,xm and can be
accurately represented by a simple linear variation

cp5~cp min2cps!
x

xm
1cps or cp* 5

cp min2cps

cp max2cp min

xr

xm
x̂

(9)

As for the downstream portion wherexm,x,xr , the pressure
recovers rapidly and non-linearly. The streamline plots from
@20,24–30# suggest modeling the flow with a 2-D inviscid point
vortex of strengthG located at a distanceL above an impermeable
boundary (y50,2`,x,`) in the presence of uniform flowU.
The complex potential for this irrotational flow isF(z)5Uz
1( iG/@2p#)ln(@z2iL#/@z1iL#), wherez5x1 iy . If the vortex is
stationary atz5 iL , then its strength is uniquely determined by
solving (dF/dz)2( iG/@2p#)(1/@z2 iL #)50. Applying Bernoul-
li’s equation,cp along the impermeable boundary can be written
as cp512(124L2/@x21L2#)2, which attains its minimum of
28 at x5xm50 and maximum of unity atx5xr5)L. Within
0, x̂,1, it has the form

cp2cp min

cp max2cp min
5

8

9

x̂2~ x̂211!

~ x̂211/3!2 (10)

The above-mentioned model represents the case where the vor-
ticity is tightly concentrated in a vanishingly small core. Another

limit of the vortex motion was discussed by Batchelor@34, p. 534#
where the vorticity being proportional to the stream function is
distributed over a finite circular area. The corresponding stream
function in polar coordinates (r ,u) is c
52UJ1(Kr )sinu/@KJ0(KP)# where r<P. Here J0 and J1 are
Bessel functions andKP53.8317, the first zero ofJ1 . By choos-
ing the center of the vortex to be the same as that of the previous
model, it can be shown thatP52.081L and a comparison of
streamlines~having the same stream-function values! from the
two models is made in Figs. 12a and 12b. With the Bernoulli
constant properly evaluated,cp5124J1

2(Kx)/@KxJ0(KP)#2

along c50 (2P,x,P,y50), which reaches its minimum of
about 25.16 atx5xm50 and maximum of unity atx5xr5P.
Within 0, x̂,1, it has the form

Fig. 11 Comparison of pressure distributions in two sets of reduced coordinates „x Õx r ,c̃ p… and „„xÀx m…Õx r ,c p* …. „a… and „e…
from †5‡, „b… and „f … from †8‡, „c… and „g… from †10‡, „d… and „h… from †11‡.

Fig. 12 Streamline patterns of „a… irrotational vortex and „b…
vortex with vorticity. ¿: center of vortex.
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cp2cp min

cp max2cp min
512

4J1
2~KPx̂!

K2P2x̂2 (11)

Figure 13 gives a typical comparison between data from@11# and
the variations from~10! and ~11! in reduced coordinates, indicat-
ing that the irrotational model is closer to the experimental data.

As shown in Fig. 11, pressure distributions plotted in reduced
coordinatesx̂ andcp* are characterized by five parameters, namely
xm , xr , cps , cp min and cp max, which are not known a priori.
However, they can by solved for by using conditions~4! to ~8!,
where~9! and ~10! are appropriately incorporated intocp to pro-
duce

dcp

d~x/H !
U

x5xr

5
~cp max2cp min!

xr /H

16b~12b2!

~3b211!3 (12)

cl5F ~cp min1cps!

2
~12b!1bcp min1

8

3

b3~cp max2cp min!

~3b211! G xr

H
(13)

cm5Fcps

2
1

cp min2cps

3 G~12b!2S xr

H D 2

1GS xr

H D 2

(14)

where

G5~cp max2cp min!F4

9

~2116b23b2!b2

~3b211!
1

4 ln~3b211!

27 G
1S b2

b2

2 D cp min , b512
xm

xr
.

Realistic predictions, especially between separation and reattach-
ment, as compared with data from@11# have been found and
shown in Fig. 14.

6 Conclusion
After analyzing the mean pressure downstream of a variety of

bluff bodies, it has been demonstrated in the present study that the
dimensionless step height plays a vital role in the relation between
the reattachment length and the initial shear-layer angle. Further-
more, given the step height, the separation-velocity in the direc-
tion normal to the freestream increases linearly with the reattach-
ment length. While flow parameters such as the location of
minimum pressure, pressure force, and the center of pressure also
possess similar variations, the pressure gradient at reattachment is
inversely proportional to the reattachment length.

Reduced coordinates involvingxm , xr , cps , cp min and cp max
are found to characterize the pressure variation regardless of fore-
body geometry and boundary-layer thickness at separation. Theo-
retical pressure distributions based on flow models of a stationary
vortex ~with and without vorticity! above a flat impermeable

boundary have been worked out to give the relationship between
the reduced coordinates. The variation from the irrotational model
is closer to the experimental data. By incorporating the above-
derived conditions into this relationship, it has been shown that
the predicted pressure in the re-circulating zone agree reasonably
with experimental data.

Nomenclature

a,b,c,d,e, 5 functions of dimensionless step
f,g,k,p,q 5 heighth/H

cl 5 sectional lift coefficient,*x50
xr (2cp)d(x/H)

cm 5 sectional moment coefficient,
*x50

xr (2cp)(x/H)d(x/H)
cp 5 mean pressure coefficient, 2(p2p`)/rU2

cpe 5 pressure coefficient approaching separation
cp max 5 maximum pressure coefficient
cp min 5 minimum pressure coefficient

cps 5 pressure coefficient at separation
c̃p 5 modified pressure coefficient, (cp2cpe)/

(12cpe)
cp* 5 reduced pressure coefficient,

(cp2cp min)/(cp max2cp min)
F 5 complex potential
G 5 function of cp max, cp min andb
H 5 maximum fore-body thickness, 2h1t
h 5 step height

J0 ,J1 5 Bessel functions of orders zero and one
K 5 constant inJ1(KP)50, first zero
L 5 distance of vortex center from impermeable

boundary
n 5 function of dimensionless step height
P 5 Radius of circular area
p 5 static pressure

Fig. 13 A typical comparison of pressure distributions in c p*
and „xÀx m…Õx r . : Eq. „10…, : Eq. „11…, * , n, ¿, s, h, Ã
from †11‡.

Fig. 14 Comparison of pressure distributions in c p and x ÕH.
d: experimental data from †11‡ in „a…–„f … for 2 uÄ180 deg,
140 deg, 127 deg, 90 deg, 60 deg, and 30 deg, Ã: reattachment,

: Eqs. „9… & „10….

360 Õ Vol. 126, MAY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



p` 5 freestream pressure
ReH 5 Reynolds number,UH/n

t 5 thickness of splitter plate
U 5 freestream velocity
x 5 streamwise distance downstream of separation

xg 5 center of pressure,cm /cl
xm 5 location of minimum pressure
xr 5 location of reattachment
xv 5 location of vortex center
x̂ 5 reduced streamwise co-ordinate, (x2xm)/xr
z 5 complex number,x1 iy
b 5 dimensionless parameter, 12xm /xr
G 5 strength of vortex
n 5 kinematic viscosity of fluid
r 5 density of fluid
u 5 separation angle
c 5 stream function
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Backward-Facing Step Flows for
Various Expansion Ratios at Low
and Moderate Reynolds Numbers
This paper is concerned with the behavior of flows over a backward-facing step geometry
for various expansion ratios H/h51.9423, 2.5 and 3.0. A literature survey was carried
out and it was found that the flow shows a strong two-dimensional behavior, on the plane
of symmetry, for Reynolds numbers ReD5rUbD/m below approximately 400~Ub
5bulk velocity and D5hydraulic diameter). In this Reynolds number range, two-
dimensional predictions were carried out to provide information on the general integral
properties of backward-facing step flows, on mean velocity distributions and streamlines.
Information on characteristic flow patterns is provided for a wide Reynolds number
range, 1024<ReD<800. In the limiting case of ReD→0, a sequence of Moffatt eddies of
decreasing size and intensity is verified to exist in the concave corner also at ReD51. The
irreversible pressure losses are determined for various Reynolds numbers as a function of
the expansion ratio. The two-dimensional simulations are known to underpredict the
primary reattachment length for Reynolds numbers beyond which the actual flow is ob-
served to be three-dimensional. The spatial evolution of jet-like flows in both the stream-
wise and the spanwise direction and transition to three-dimensionality were studied at a
Reynolds number ReD5648. This three-dimensional analysis with the same geometry and
flow conditions as reported by Armaly et al. (1983) reveals the formation of wall jets at
the side wall within the separating shear layer. The wall jets formed by the spanwise
component of the velocity move towards the symmetry plane of the channel. A self-similar
wall-jet profile emerges at different spanwise locations starting with the vicinity of the
side wall. These results complement information on backward-facing step flows that is
available in the literature.@DOI: 10.1115/1.1760532#

1 Introduction and Aim of Work
This paper is concerned with two- and three-dimensional

backward-facing step flows and provides results obtained by thor-
ough numerical computations for various expansion ratios and a
wide Reynolds number range. Although numerous investigations
have been carried out on this topic, an insightful and complete
understanding of the physical origin of flow separation and vortex
formation has hitherto been not clear. The major reason for this
lies in the fact that an analytical treatment of the flow is not
available and hence experimental and numerical investigations are
involved. Most studies on backward-facing step flows were car-
ried out for a limited number of relevant parameters such as Rey-
nolds number ReD5rUbD/m, expansion ratioH/h and aspect ratio
W/h. Here D52h denotes the hydraulic diameter of the inlet
channel with heighth, H the channel height in the expanded re-
gion andW the channel width. Other definitions of the Reynolds
numbers found in the literature will be provided in Section 3.1.
Because of this situation, distributed results are available in vari-
ous publications. Furthermore, the existing investigations are par-
tially incomplete with respect to the relevant parameter sets and
require extensions to provide the basis for a sufficiently detailed
fluid mechanical knowledge of backward-facing step flows. This
paper is a contribution to improve the present unsatisfactory situ-
ation, at least for the Reynolds number range 1024<ReD<800
and the expansion ratio range 1.9423<H/h<3. The flow obeys
the laws of two-dimensionality on the vertical mid-plane, i.e. on
the plane which is equidistant from the two side walls, up to a

Reynolds number of 400. For this range of Reynolds numbers, a
fairly complete description of the flow is provided. Attempts have
been made to explain the mechanisms that are responsible for the
difference in the prediction of primary recirculation length for
two- and three-dimensional simulations.

The backward-facing step flow was already of interest even
when fluid mechanical problems used to be addressed only by
potential flow theory. As shown by Lee and Smith@1#, potential
flow theory permits the treatment of the backward-facing step
flow yielding a streamline pattern which does not indicate any
separation or recirculation region behind the step. Hence potential
theory does not provide the generally expected separation of the
flow at the upper corner of the step, nor does the lower corner
yield a region of vortices as expected from the considerations of
Moffatt @2#. Moffatt predicted under specified conditions the ex-
istence of a sequence of vortices near corners as shown in Fig. 1
for ReD→0. Early numerical predictions of backward-facing step
flows, see, e.g., Roache@3#, Taylor and Ndefo@4# and Durst and
Pereira@5#, did not show any separation at the upper corner of the
step for low Reynolds numbers. However, a separated region was
predicted at the lower corner that contained a single vortex only. A
careful analysis of the flow in sudden expansions was carried out
by Alleborn et al.@6# and it was indicated that, at least at low
Reynolds numbers, the lower corner contains a sequence of Mof-
fatt vortices. It was concluded by Alleborn et al.@6# that the ear-
lier numerical predictions were carried out with insufficient nu-
merical grid resolution to resolve the smaller vortices at the lower
corner. Hence high-performance computers are needed to carry
out detailed studies of backward-facing step flows, even at low
Reynolds numbers. Furthermore, since the early work to predict
the backward-facing step flows, new numerical methodologies
such as the multigrid method~see, e.g., Brandt et al.@7#, Hack-
busch@8#! or local block refinement~see, e.g., Lange et al.@9#!
have been introduced into computer programs for solving the
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Navier-Stokes equations more efficiently with a faster conver-
gence rate. It is also claimed that most of the numerical predic-
tions on backward-facing step flows that have been carried out
have not resolved the corner singularity at the step and its effect
on the velocity field, see Ladeve´ze and Peyret@10#.

Furthermore, the mechanisms that are responsible for increas-
ing primary reattachment length resulting from the two-
dimensional to three-dimensional flow transition are not com-
pletely understood. One possible reason for the difference in two-
and three-dimensional predictions could be the effects initiated at
the side walls of the channel, see Armaly et al.@11#. Durst et al.
@12# have observed a symmetry-breaking bifurcation leading to
one short and one long primary separation zone in a sudden-
expansion flow.

This paper provides a brief literature survey carried out to sum-
marize the existing knowledge on backward-facing step flows un-
der the conditions mentioned above. The basic equations and their
numerical solution methods, including the boundary conditions
employed, are summarized in Section 3. In Section 4 the results
are provided and the paper is concluded in Section 5.

2 Backward-Facing Step Flow: A Brief Literature
Survey

The study of backward-facing step flows constitutes an impor-
tant branch of fundamental fluid mechanics. The interest in such a
flow was intensified with the experimental and numerical work of
Armaly et al.@11#. They presented a detailed experimental inves-
tigation in a backward-facing step geometry for an expansion ratio
H/h51.9423, an aspect ratioW/h535 and Reynolds numbers up
to ReD58000. The flow appeared to be three-dimensional above
Reynolds numbers close to 400. Around this Reynolds number,
they observed a discrepancy in the primary recirculation length
between the experimental results and the numerical predictions.
Also, around this Reynolds number, a secondary recirculation
zone was observed at the channel upper wall. Armaly et al.@11#
conjectured that the discrepancy between the experimental mea-
surements and the numerical prediction was due to the secondary
recirculation zone that perturbed the two-dimensional character of
the flow. The normalized value of the reattachment length showed
a peak at ReD'1,200. The decrease in recirculation length beyond
a Reynolds number of 1,200 was attributed to the effect of Rey-
nolds stresses.

Kim and Moin @13# computed the flow over a backward-facing
step using a method that is second-order accurate in both space
and time. They found a dependence of the reattachment length on
Reynolds number in good agreement with the experimental data
of Armaly et al. @11# up to about ReD5500. At ReD5600 the
computed results of Kim and Moin@13# started to deviate from
the experimental values. The difference was attributed to the
three-dimensionality of the experimental flow around a Reynolds
number of 600.

Gartling @14# developed a solution procedure using a Galerkin-
based finite-element method for steady incompressible flow over a
backward-facing step geometry. His results compared well, espe-
cially with respect to the bottom wall separation zone, with the
results of Kim and Moin@13#.

Lee and Mateescu@15# performed an experimental and numeri-
cal investigation of air flow over a two-dimensional backward-
facing step for ReD<3000. The hot film sensor measurements at
ReD5805 and expansion ratioH/h52.0 were found to be in
agreement with their numerical predictions with respect to the
locations of the separation and reattachment points on the upper
and lower walls.

Kaiktsis et al.@16# identified the bifurcation of two-dimensional
laminar flow to three-dimensional flow as the primary source of
discrepancies appearing in comparisons of numerical predictions
and experimental data. They also observed that irrespective of the
accuracy of the numerical schemes, the experimentally measured
recirculation lengths~Armaly et al.@11#! were consistently under-
estimated above a Reynolds number of ReD5600. They found that
all unsteady states of the flow are three-dimensional and develop
for Reynolds number ReD>Rec'700. Furthermore, they detected
that the downstream flow region is excited through the upstream
shear layer with a characteristic frequencyf 1 . The supercritical
states (ReD.700) were found to be periodic with another incom-
mensurate frequency,f 2 .

Durst et al.@12# observed the formation of secondary separa-
tion zones in the two-dimensional numerical simulations of a
symmetric sudden-expansion flow. This observation is similar to
what is found in the backward-facing step flow. Both the experi-
ments and the predictions confirm a symmetry-breaking bifurca-
tion leading to one short and one long primary separation zone.

Kaiktsis et al.@17# revisited the backward-facing step flow and
found that the unsteadiness in step flow was created by convective
instabilities. Another important conclusion of this study is that the
upstream-generated small disturbances propagate downstream at
exponentially amplified amplitude with a space-dependent speed
in the range 700<ReD<2500.

Heenan and Morrison@18# conducted experiments for a Rey-
nolds number (ReS) based on the step heightS of 1.93105 and
suggested that while the flow is likely to be convectively unstable
over a large region, the global unsteadiness, driven by the im-
pingement of large eddies at reattachment is the cause of low
frequency oscillations calledflapping.

Le et al.@19# conducted direct numerical simulations of turbu-
lent flows over a backward-facing step at a Reynolds number of
ReS55100 based on step heightS and inlet free-stream velocity,
and an expansion ratio of 1.2. The instantaneous velocity fields
reveal the variation of reattachment length in the spanwise direc-
tion that oscillates about a mean value of 6.28S. The flow exhibits
strong streamwise vortical structures.

Kaltenbach and Janke@20# investigated the effect of sweep on
the transitional separation bubble behind a backward-facing step
using direct numerical simulation. In this context they also per-
formed simulations for the unswept case at ReS53000. The flow
upstream of the step was laminar and shear-layer transition took
place prior to reattachment. Comparing the results for zero sweep
from two simulations using either steady inflow conditions or the
same velocity profiles with superimposed low-amplitude random
disturbances, they found out that the flow field downstream of the
step is very sensitive to the type of inlet boundary conditions. The

Fig. 1 Moffatt eddies in a concave corner for 2 aÄ60 deg. The
values describe the relative intensities „Moffatt †2‡….
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changes in global flow features which are due to sweep, seem to
be fairly independent of the specific transition scenario.

Williams and Baker@21# investigated laminar flow over a three-
dimensional backward-facing step geometry. The full three-
dimensional simulation of the geometry of Armaly et al.@11# for
100<ReD<800 correctly predicts the reattachment lengths and
confirms the effect of three-dimensionality. They also found that
the side walls result in the creation of a wall jet, located at the
lower channel wall and pointing from the side wall towards the
channel mid-plane.

Chiang and Sheu@22# performed three-dimensional simulations
of the laminar flow in a step geometry with an expansion ratio
similar to that of Armaly et al.@11# for various Reynolds numbers
and aspect ratios. They found that the flow at the plane of sym-
metry develops into a two-dimensional like profile only if the
aspect ratios are increased up to 50 and higher.

Recently, Barkley et al.@23# carried out a three-dimensional
linear stability analysis for the backward-facing step flow with an
expansion ratio of 2. They showed that the primary bifurcation of
the steady, two-dimensional flow is a steady, three-dimensional
instability. Furthermore, the critical eigenmode is localized to the
primary recirculation region consisting of a flat roll.

Nie and Armaly @24# presented the results of laminar forced
convection flow in a backward-facing step geometry. They
showed that the size of the primary recirculation zone and the
maximum Nusselt number increase with increasing step height.
They also indicated that the jet-like flow that develops near the
side wall impinges on the stepped wall, causing a minimum to
develop in the reattachment length near the side wall.

3 Numerical Methodology

3.1 Governing Equations. An incompressible fluid with
constant fluid properties is assumed. The dimensionless governing
equations expressing the conservation of mass and momentum
are, in Cartesian coordinatesxj , as follows:
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50, (1)
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wherei , j 51 – 3. The Cartesian velocity components are denoted
uj and the pressurep. t i j

mol describes the molecular momentum
transport, which for a Newtonian fluid can be expressed by
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The only non-dimensional parameter appearing in the governing
equations is the Reynolds number. For the flow problem consid-
ered, the following definition is used:

Re5ReD5
rUbD

m
, (4)

wherer andm are the density and the dynamic viscosity, respec-
tively. As mentioned before,Ub denotes the bulk~average! veloc-
ity of the inlet flow, which corresponds in the laminar case to
two-thirds of the maximum inlet velocity. In the present investi-
gation the notation of Armaly et al.@11# is used, whereD is cho-
sen as the hydraulic diameter of the inlet channel, which is
equivalent to twice its height,D52h. For the definition of the
characteristic length, different options are used in the literature
leading to the following additional definitions of the Reynolds
number:

Reh5
rUbh

m
,

ReS5
rUbS

m
,

whereh is the channel height upstream of the step andS denotes
the step height~see Fig. 2!. All three definitions are in use for
backward-facing step flows, which requires a clear statement on
the definition applied~here: ReD in order to avoid confusion!.

3.2 Geometry of the Flow Domain and Boundary Condi-
tions. The geometry of the flow problem was chosen in accor-
dance to the experimental setup of Armaly et al.@11# sketched in
Fig. 2. The expansion ratio is defined byH/h511S/h, i.e., by
the ratio of the channel heightH downstream of the step to the
channel heighth of the inflow channel, whereS denotes the step
height. In addition to Armaly et al.’s expansion ratio ofH/h
51.9423, two other configurations with larger step heightsSwere
considered, i.e.,H/h52.5 and 3.0. For the three-dimensional pre-
dictions, the aspect ratioW/h was set to 35 and only half of the
geometry is taken into account assuming symmetry atz5W/2.
Furthermore, the two-dimensional computations are restricted to
this symmetry plane. The assumption of spanwise symmetry in
the three-dimensional computations was carefully checked by ad-
ditional simulations based on periodic boundary conditions in
spanwise direction. The predicted results for the plane of symme-
try (z5W/2) using both types of boundary conditions were found
to deviate negligibly, e.g., the discrepancies with respect to the
computed length of the different recirculation regions were found
to be about 0.01%.

Upstream and downstream of the step, the channel length isLu
andLd , respectively. Note that in the present study all geometri-
cal length scales are made dimensionless based on the channel
height h. In order to simulate a fully developed laminar channel
flow upstream of the step, a standard parabolic velocity profile
with a maximum velocityUmax53/2Ub is prescribed at the chan-
nel inlet (x52Lu) for the two-dimensional model. For the three-
dimensional simulations a curve fit of the experimental data of
Armaly et al.@11# was used as the inlet conditions. In the laminar
range, the measured profile of Armaly et al. was close to the so-
lution of the fully developed duct flow with a rectangular cross-
section~see White@25#! showing a slight deviation from the two-
dimensional parabolic profile.

Based on a series of simulations carried out with different up-
stream lengthsLu showing no influence on the predicted results
past the step forLu>5h, a distance of five times the channel
heighth upstream of the step expansion was verified to be abso-
lutely sufficient. This coincides with data reported in the literature.
At the outlet of the computational domain (x5Ld) the flow
should be fully developed again. Hence, the application of simple
outflow conditions assuming zero gradients of all flow variables is
typically sufficient. However, to be on the safe side, we also tested
a convective boundary condition~Orlanski @26#! at the outflow

Fig. 2 Sketch of the flow configuration and definition of length
scales
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plane, but that yielded no deviations to the Neumann condition.
The convective boundary condition ensures that vortices can ap-
proach and pass the outflow boundary without significant distur-
bances or reflections into the inner domain. This property was
justified based on large-eddy simulations~LES! for various flows
~see, e.g., Breuer and Rodi@27# or Breuer@28,29#!.

In the range of Reynolds numbers investigated, the flow is af-
fected very little by the outflow lengthLd assuming that the length
of the flow development was correctly estimated before depending
on the Reynolds number. As will be shown below, very short
outflow length can be chosen for Reynolds numbers below ReD
51, whereas for the highest value investigatedLd has to be in-
creased toLd532h. Hence in all cases it was assured that on the
one hand the upstream influence of the step does not reach the
inflow plane and on the other hand that the flow is fully developed
at the outlet section. At all solid walls Stokes’ no-slip boundary
conditions are applied.

3.3 Numerical Solution Method. For the spatial discretiza-
tion of equations~1!–~3!, a finite-volume method~FASTEST-2D!
with a colocated arrangement of the variables was employed, as
described by Demirdzˇić and Peric´ @30#. The convection and dif-
fusion terms were evaluated using a central differencing scheme
of second-order accuracy. As explained in detail in Breuer@29#, a
second-order accurate scheme is even appropriate for LES of tur-
bulent flows and consequently is reliable for the simulation of
laminar flows carried out within this study. For the pressure cal-
culation, a pressure-correction equation taking mass conservation
expressed by equation~1! into account was solved iteratively with
equation ~2!. The entire procedure follows the well-known
SIMPLE algorithm~‘‘ ‘ Semi-Implicit Method for Pressure Linked
Equation’ ’’ ! proposed by Patankar and Spalding@31#.

Details of the discretization and the pressure-velocity coupling
are given by Demirdzˇić and Peric´ @30# and Peric´ et al. @32#. A
nonlinear multigrid scheme was employed for convergence accel-
eration~see, e.g., Brandt et al.@7# and Hackbusch@8#!. For paral-
lel computations, a block-structured grid partitioning and a
message-passing strategy were used as described by Durst and
Schäfer @33#. In order to improve the accuracy of the numerical
results without a decrease in efficiency and to optimize the utili-
zation of the available computational resources, a local grid re-
finement technique was employed~see Lange et al.@9#!. The nu-
merical code FASTEST-2D was verified by a variety of
predictions for different flow problems, especially for the laminar
flow and heat transfer around two-dimensional cylinders at a wide
range of Reynolds numbers, see e.g., Lange et al.@34,35#, Durst
et al. @36# and Shi et al.@37#.

In order to investigate whether the predicted results are grid
independent, extensive refinement studies were carried out. At
least partially, the outcome should be presented here briefly. For
that purpose we choose the simulations for expansion ratioH/h
51.9423 which were finally based on a grid with about 44,000
control volumes, i.e., the finest grid level~5! of five multigrid
levels. In this case the cross-stream direction was resolved by 160
CVs using a wall-normal extension of the first CV ofDymin /h
51022. Furthermore, computations on consecutively coarsened
grid levels~4, 3, 2, 1! were carried out. As a typical result Table 1

shows the predicted length of the primary recirculation length
x1 /h at ReD5100 for all five grid levels. Based on the well-
known Richardson extrapolation one can obtain an approximation
of the exact solution also provided in Table 1. Using this exact
value the absolute and relative errors of the numerical solution on
all five grid levels can be determined. It is obvious that the errors
monotonically converge towards zero and are only 0.103% on the
fifth grid level. If the absolute error is plotted versus the grid
spacing~not shown here! with a double-logarithmic scaling of the
axes, the slope is as expected for a second-order scheme, at least
for the finest grid levels 4 and 5. Additionally, other quantities
were taken into account for these extensive refinement studies
clearly demonstrating that the results presented in the paper are
sufficiently accurate on the finest grid level. These grid-
independence studies were repeated at different Reynolds num-
bers and expansion ratios. For the cases with larger expansion
ratios H/h52.5 and 3.0, the total grid resolution has to be in-
creased to about 189,000 and 208,000 CVs, respectively. Further
exceptions will be explained in Section 4.

Furthermore, in order to exclude all possibility of doubt, the
predictions were partially re-run with a second finite-volume flow
solver, LESOCC. This code is based on a 3-D finite-volume
method for arbitrary non-orthogonal grids~Breuer and Rodi@27#,
Breuer@28,29#!. In accordance withFASTEST-2D, all fluxes are
approximated by central differences of second-order accuracy.
However, time advancement is performed by a predictor-corrector
scheme consisting of a low-storage multi-stage Runge-Kutta
method~second-order accuracy! for the momentum equations and
an implicit solution of the pressure correction equation. Hence the
method is especially adapted for three-dimensional unsteady
flows, but can also be used for two-dimensional and steady-state
predictions. Furthermore, it is highly vectorized and additionally
parallelized by domain decomposition allowing efficient compu-
tations on high-performance computers.

In the present study,LESOCC was used for the three-
dimensional cases and the validation purpose mentioned above.
For the three-dimensional predictions, a grid consisting of about
4.2 million CVs was employed. Similar to the two-dimensional
computations, the wall-normal direction was resolved by 160
CVs, whereas for the spanwise extension 100 CVs were used. Of
course, the grid was stretched towards all walls with smallest wall
distances of the cell faces ofDymin /h5Dzmin /h51022. Conse-
quently, ax-y cross-section of the grid for the three-dimensional
cases was basically identical to the finest grid level of the corre-
sponding grid for the two-dimensional predictions which was
verified to be sufficiently fine above.

4 Results of Flow Predictions
For the presentation of the results we first start with the general

description of the two-dimensional flow field presented for one
expansion ratio and a wide range of Reynolds numbers. Then we
address the issues related to various expansion ratios. Subse-
quently, we discuss in detail the flow fields for the three-
dimensional simulations and identify the spatial spanwise struc-
tures. In a subsequent section, we attempt to predict some integral
parameters of practical interest.

4.1 Two-Dimensional Predictions

4.1.1 Flow Field. Figure 3 shows streamlines of the steady-
state flow field for an expansion ratioH/h51.9423~'2! and a
Reynolds number range 1024<ReD<102. This expansion ratio
was considered in the experimental study by Armaly et al.@11#
and the same value has been used for a set of numerical compu-
tations. The flow over the backward-facing step is two-
dimensional and non-oscillatory in the region of ReD<400. This
observation was well supported by three-dimensional simulations
additionally carried out usingLESOCC. The results of the two-
dimensional and three-dimensional computations are commensu-
rate with the experiments of Armaly et al.@11#.

Table 1 Grid-independence study at Re DÄ100 HÕhÄ1.9423 us-
ing five consecutively refined grid levels „finest grid Ä5, coars-
est grid Ä1…

Grid Level Dymin /h x1 /h Error Error @%#

Richardson extrapolation – 2.70584 – –
5 0.01 2.70305 0.0027933 0.103
4 0.02 2.69467 0.0111733 0.413
3 0.04 2.67253 0.0333133 1.231
2 0.08 2.61510 0.0907433 3.353
1 0.16 2.36366 0.3421833 12.646
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In Fig. 3~a!–~c!, the streamline patterns for ReD51024, 1021

and 1 are depicted. In all three cases shown, the flow follows the
upper convex corner without revealing a flow separation. Further-
more, a corner vortex is found in the concave corner behind the
step. In this range of very small Reynolds numbers (1024<ReD
<1), the size of this vortical structure is nearly constant varying
betweenx1 /h50.350 ~for ReD51024) and 0.365~for ReD51).
Under these conditions, the effect of inertia forces can be assumed
to be negligible compared with viscous forces often denoted as
molecular transport. Hence the flow resembles the Stokes flow.

For a detailed analysis, the governing equations for the general
case of Navier-Stokes flow given by Eqs.~1! and~2! are rewritten
in a streamfunction-vorticity formulation eliminating the pressure:
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The stream functionc and the vorticityv are related by

v5¹2c. (7)

For the description of creeping motion (ReD→0), the vorticity
transport equation~5! reduces to the right-hand side of this equa-
tion, which in combination with Eq.~7! yields a biharmonic equa-
tion for the stream functionc :

¹4c50. (8)

This can be solved subject to appropriate boundary conditions.
Based on analytical work, Moffatt@2# derived an expression for
the complex stream function for the flow in the vicinity of sharp
corners. In polar coordinates (r ,u) with the origin in the corner,
the solution reads

c~r ,u!5Kr l@cos~~l22!a!cos~lu!2cos~la!cos~~l22!u!#.
(9)

The complex coefficientK is determined by the nature of the
far-field flow. The complex exponentl satisfies the nonlinear al-
gebraic equation

l tan~la!5~l22!tan~l22!a (10)

where 2a defines the angle between two rigid boundaries. Under
the condition 2a,146 deg Moffatt@2# showed the existence of an
infinite sequence of closed eddies with decreasing size and
strength in the sharp corner~see Fig. 1! now known as Moffatt
eddies. Moffatt also demonstrated that even for finite Reynolds

Fig. 3 Flow in the vicinity of the step. Expansion ratio HÕh Ä1.9423; 10À4ÏReDÏ102. „a… ReDÄ0.0001;
„b… ReDÄ0.1; „c… ReDÄ1; „d… ReDÄ10; „e… ReDÄ50; „f… ReDÄ100.
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numbers, the flow in the direct vicinity of the corner can still be
described by the creeping flow assumption. It is therefore interest-
ing to investigate whether for a finite Reynolds number, Moffatt
vortices exist in the backward-facing step flow and whether they
can be predicted by numerical solutions of the Navier-Stokes
equations. Exemplarily the case of ReD51 was chosen. At the
upper convex corner of the step, 2a5270 deg and hence far be-
yond the critical value. In coincidence with the theory, no Moffatt
eddy is found in the prediction. However, much more interesting
is the lower concave corner with 2a590 deg, where the condition
on a for the existence of Moffatt eddies is satisfied.

Trying to capture the corner eddies numerically, a refined simu-
lation applying the local grid refinement technique was carried
out. The resolution in either direction near the corner point was
taken asDxmin /h5Dymin /h50.001. The entire domain was di-
vided into seven different blocks and in total 310,784 control vol-
umes were employed. Figure 4~a! depicts the streamlines in the
vicinity of the corner showing the first corner vortex. Additionally,
Fig. 4~b! shows a increased zoom of the corner region revealing
that the second corner eddy~Moffatt eddy! could be resolved at
the finite Reynolds number ReD51. Based on Moffatt’s consider-
ations, an infinite sequence of eddies has to be expected but with
reasonable resources it was not possible to resolve the third and
subsequent eddies. This is due to the fact that the dimensions of
successive eddies fall off in geometric progression with a ratio of
r n /r n115exp(2.79)'16.28 for thea-value considered~Moffatt
@2#!. Here r n and r n11 are the distances of the center of thenth
and (n11)th eddy from the corner, respectively. The ratio of sizes
of the first and second eddies found in the prediction are in close
agreement with the theoretical value mentioned above. Moffatt
also derived a measure for the intensity of consecutive eddies
showing a fall-off with a geometric progression similar to the size.
However, for a right-angle (2a590) deg the eddy intensity drops
more rapidly than the size at a ratio of exp(7.63)'2059. These
considerations explain why the resolution of more than two corner
vortices is extremely costly and hence was not taken into account.

Moffatt @2# noted in his paper that the size of the first corner
vortex for ReD→0 is determined by conditions far from the corner
where driving forces agitate the fluid. For the backward-facing
step flow two important parameters are obviously responsible for
the far-field flow. The first is given by the geometrical configura-
tion, which can be defined by the expansion ratioh/H. The sec-
ond is the Reynolds number. Figure 3 clearly demonstrates the
effect of the Reynolds number for a fixed expansion ratioH/h

51.9423. As mentioned above, the size of the first eddy is nearly
constant for all Reynolds numbers below ReD51. This is also
depicted in Fig. 5, showing the lengthx1 of the first corner eddy
behind the step~recirculation region! normalized by the step
height S as a function of ReD . However, for ReD.1 the corner
vortex strongly increases in size. As a direct consequence, the
corner vortex reaches up to the corner of the step at ReD'10 and
covers the complete face of the step. Hence a change in the entire
flow structure is observed and the notation of acorner vortexhas
to be replaced by the notationrecirculation region, which for
ReD.10 better reflects the flow structure. With increasing Rey-
nolds number the size of the recirculation region steadily
increases.

In Fig. 6, streamline patterns for four different Reynolds num-
bers (ReD5200, 400, 600 and 800! are displayed, showing the
increasing size of the recirculation region behind the step up to
about x1 /S'12 at ReD5800. Figure 7 shows the variation of
reattachment length as a function of the Reynolds number. The
agreement of the present predictions and the experimental results
of Armaly et al. @11# for the vertical mid-plane (z5W/2) is ex-
cellent for ReD<400. However, for ReD>400 a discrepancy be-
tween computations and measurements atz5W/2 is visible,

Fig. 4 Flow in the vicinity of the step. Expansion ratio HÕhÄ1.9423; ReDÄ1. „a… Zoom of the concave corner
showing the first Moffatt eddy; „b… Increased zoom showing additionally the second Moffatt eddy.

Fig. 5 Length x 1 of the first corner eddy behind the backward-
facing step „expansion ratio HÕhÄ1.9423… normalized by the
step height S.
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which obviously increases with ReD . In order to improve these
predictions, a variety of computations with different domain sizes,
different resolutions and flow solvers~FASTEST-2D and
LESOCC! were carried out. However, even on the finest grid and
with an extremely long computational domain, the deviations ob-
served between the measurements of Armaly et al.@11# and the
present simulations could not be reduced. As expected from pre-
vious predictions by Armaly et al. and others~e.g. Kim and Moin

@13#!, which, however, used much coarser grid resolutions, the
deviations mentioned above have to be attributed to the restriction
to two-dimensional flow in the computations.

In addition to the primary recirculation zone, there exists a
secondary recirculation zone near the upper wall for ReD.400.
The adverse pressure gradient due to the sudden expansion at the
edge of the step induces this separated flow. In Figs. 6~c! and~d!,
the secondary recirculation region is clearly visible for ReD
5600 and 800, respectively. Figure 8 shows the starting position
of the secondary recirculation zone (x4 /S) and the corresponding
end (x5 /S) as a function of the Reynolds number. The size of the
secondary recirculation zone increases with increasing Reynolds
number while at the same time the flow structure is moving in a
streamwise direction. Far downstream of the step, the flow recov-
ers to a parabolic profile. However, at high Reynolds numbers
such as ReD5800, the flow recovery takes more than 20 step
heights.

Figure 9 describes the variation of the primary reattachment
lengths with Reynolds numbers for different expansion ratios,
namely 1.9423, 2.5 and 3. At Reynolds numbers smaller than 400
the flow was predominantly two-dimensional. The reattachment
lengths (x1 /h) increase with increase in the expansion ratio; for
example, at a Reynolds number of 400, the reattachment lengths
are 7.708, 10.214 and 12.409 for the expansion ratios of 1.9423,
2.5 and 3, respectively. The two-dimensional flow becomes un-
steady with increasing Reynolds numbers. For an expansion ratio
H/h51.9423 the steady character of the two-dimensional
backward-facing step flow was revealed over the entire Reynolds
number range (ReD<800) investigated. For the case of expansion
ratio H/h53, the unsteadiness was observed at a Reynolds num-
ber of 500. The flow field demonstrated a low frequency oscilla-
tion at this Reynolds number.

Fig. 7 Length x 1 of the primary recirculation region behind the
backward-facing step „expansion ratio HÕh Ä1.9423… normal-
ized by the step height S

Fig. 8 Length x 4 and x 5 of the secondary recirculation region
„on the roof … behind the backward-facing step „expansion ratio
HÕh Ä1.9423… n ormalized by the tep height S

Fig. 6 Flow in the vicinity of the step. Expansion ratio HÕh Ä1.9423; 200ÏReDÏ800; two-di mensional simulations;
„a… ReDÄ200; „b… ReDÄ400; „c… ReDÄ600; „d… ReDÄ800.

Fig. 9 Length of the primary recirculation region behind the
backward-facing step x 1 for different expansion ratios,
HÕh Ä1.9423, 2.5, and 3.0
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4.1.2 Pressure Losses.An important engineering quantity
for the design of channel systems with varying cross-sections is
the pressure drop, which defines the performance of pumps re-
quired. For that purpose, the pressure drop in the backward-facing
step geometry was evaluated for the expansion ratios and Rey-
nolds numbers of interest in this study. Based on the two-
dimensional simulations, the total pressure dropsDpt /(0.5rUb,1

2 )
occurring on the axis of the channel are shown as a function of the
Reynolds number in Fig. 10 for an expansion ratioH/h
51.9423. The pressure distributions for the Reynolds numbers
range 0.005<ReD<25 are basically linear combinations of the
pressure drops in the channels before and after the step, denoted
Dp1 andDp2 , respectively. For a fully developed laminar channel
flow, this irreversible pressure drop related to friction can be ana-
lytically determined as
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whereLu andh are the length and height of the channel upstream
of the step andLd andH denote the length and height downstream
of the step, as sketched in Fig. 2. The quantitiesUb,1 and Ub,2
5Ub,1h/H describe the bulk~mean! velocities in either part of the
channel. Based on the present definition of the Reynolds number
@see Eq.~4!#, the friction coefficient for the channel isl548.
With regard to Eq.~11!, the following aspects should be men-
tioned. First, it is obvious why for highly viscous flows~i.e. low
ReD) the pressure decreases linearly in streamwise direction show-
ing different slopes in both parts of the channel. Additionally, it is
clear why the dimensionless pressure drop in Fig. 10 was scaled
with the Reynolds number ReD leading to matching curves in the
upstream channel over the entire Reynolds number range. If no
other losses or gains are of importance, the pressure distributions
are linear combinations of the pressure dropsDp1 and Dp2 as
mentioned for 0.005<ReD<25.

However, this trend of streamwise pressure variation differs for
ReD.40. In addition to the irreversible pressure drop discussed
above, a reversible pressure rise near the step has to be taken into
account because its relative importance increased. This pressure
rise corresponds to the Bernoulli effect, associated with the de-
crease in mean velocity due to the sudden expansion:
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Hence the dimensionless pressure rise at the expansion
Dpexp/(0.5rUb,1

2 ) is solely a function of the expansion ratio cor-
responding to the Bernoulli effect due to changes in the flow area.
Owing to the special scaling in Fig. 10, the product increases with

increasing Reynolds number. After reaching the peak, the stream-
wise pressure distribution in the channel follows again the same
slope for all Reynolds numbers. Consequently, the total pressure
drop in a backward-facing step geometry can be decomposed into

Dpt5Dp11Dp22Dpexp1jS r

2
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2 D (13)

The last term in Eq.~13! takes into account the irreversible pres-
sure drop occurring due to additional losses at the step. In contrast
to Eq. ~11! given for fully developed channel flow, a slightly
modified formulation ofDp2 is reasonable for the cases where a
recirculation region is found behind the step:
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wherex1 denotes the primary reattachment length determined as a
function of ReD andH/h in Fig. 9. Based on the determination of
Dpt by the predictions, the coefficient of irreversible pressure
dropj was evaluated for various Reynolds number and expansion
ratios. The results are shown on a double-logarithmic scale in Fig.
11. The value ofj decreases with increasing Reynolds number.
Higher expansion ratios produce higher coefficients of the irre-
versible pressure dropj, as expected.

4.2 Three-Dimensional Predictions: Flow Field. At rela-
tively low Reynolds numbers (ReD<400), the mid-plane flow
field in a channel with an expansion ratioH/h51.9423 is accu-
rately predicted by two-dimensional simulations. Beyond a Rey-
nolds number of about 400, the side wall influences the structure
of the laminar flow behind the step. The measured reattachment
lengths at the mid-plane and the predictions of two-dimensional
simulations do not match. The discrepancies between the experi-
mental result and the two-dimensional simulation are the conse-
quence of the three-dimensionality that influences the flow struc-
ture at the mid-plane of the channel. In order to prove this, we
compared the three-dimensional numerical simulation and the ex-
perimental results at three different Reynolds numbers, i.e., ReD
5397, 648 and 800. The flow was found to be steady at these
Reynolds numbers. Based on a nominally two-dimensional con-
figuration assuming periodic boundary conditions in the spanwise
direction, Kaiktsis et al.@16# observed an oscillatory behavior of
the backward-facing step flow beyond Rec'700. In the laboratory
experiment of Armaly et al.@11# using a three-dimensional step
geometry, the primary reattachment length exhibits a peak at
ReD'1200 followed by a subsequent decrease beyond this Rey-
nolds number. This behavior can only be attributed to the action of
the Reynolds stresses which must be present already for slightly

Fig. 10 Dimensionless pressure loss Dp t Õ„0.5rUb,1
2

…"ReD in
the streamwise direction of the channel. Expansion ratio
HÕhÄ1.9423; Reynolds number range 5 "10À3ÏRe
ÄReDÏ5"102.

Fig. 11 Pressure loss coefficient j in the channel for different
Reynolds numbers ReD and expansion ratios HÕh
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lower Reynolds numbers. This finding was complemented by our
three-dimensional simulation at ReD51300. The unsteadiness of
the flow was observed from the signals at different locations
downstream of the expansion. In addition to the dominant fre-
quency, f 1 another frequency,f 2 , and the linear combination
(m1f 16m2f 2 , with integersm1 andm2) of f 1 and f 2 are present
in the spectra. Hence in contrast to the observations of Kaiktsis
et al. @16# for the two-dimensional configuration, the limit of
steady flow in the three-dimensional case is expected to be at
ReD'1200 characterized by the transitional regime (1,200,ReD
,6,600) found by Armaly et al.@11#. Consequently, the steady

flow behavior predicted for ReD<800 is reasonable and in accor-
dance with other simulations~e.g., Chiang and Sheu@22# and
Williams and Baker@21#!.

The comparison between the measured and predicted values of
the primary reattachment lengths on the bottom wall~stepped
wall! at ReD5397 and 648, presented in Fig. 12, shows excellent
agreement at different spanwise locations in the channel. For
ReD5800 no experimental data are provided by Armaly et al.
@11#. Figure 12 also demonstrates the increasing side-wall effect
with increasing Reynolds number. At ReD5397 the influence of
the side wall is visible up to about 36% ofW/2, whereas about 54

Fig. 12 Comparison of the spanwise location of the reattach-
ment line past the backward-facing step at ReÄReDÄ397, 648,
and 800. Expansion ratio HÕhÄ1.9423; aspect ratio WÕhÄ35;
present numerical 3-D simulation and experimental data of
Armaly et al. †11‡.

Fig. 13 Surface streamlines of the backward-facing step flow at ReDÄ648. Expansion ratio
HÕhÄ1.9423; aspect ratio WÕhÄ35; „a… Roof; „b… Bottom Wall; „c… Side Wall; „d… Symmetry
Plane.

Fig. 14 Comparison between the boundary of the primary re-
circulation zone and the line of u Õy zwallÄ0. Flow past the
backward-facing step at ReDÄ648. Expansion ratio
HÕhÄ1.9423; aspect ratio WÕhÄ35; a… y *Ä0.046; „b… y *Ä0.154;
„c… y *Ä0.273; „d… y *Ä0.402.
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and 66% are covered in case when ReD5648 and 800, respec-
tively. The results agree fairly well with predictions by Chiang
and Sheu@22#.

In order to understand the flow structure better, the limiting
surface streamlines on the channel roof~Fig. 13~a!! and on the
bottom ~stepped! wall ~Fig. 13~b!! are plotted at ReD5648. The
roof eddy extends about 40% of the width to the mid-plane. The
limiting surface streamlines are the streamlines close to the sur-
face ~Hornung and Perry@38#, Chiang and Sheu@22#!. The kine-
matic aspects of the limiting surface streamlines are described by
the singular points, namely nodes, saddle points and foci. The
classification of critical points using local solutions of the Navier-
Stokes equations was introduced by Oswatitsch@39#. The limiting
streamlines diverge from the line of attachment. Usually this is
known as positive streamsurface bifurcation. Figure 13~b! shows

the diverging surface streamlines and the line of reattachment on
the bottom wall for a Reynolds number of 648. Figures 13~c! and
~d! depict the surface streamlines on the side wall and on the
symmetric plane, respectively. The side wall shows the existence
of a foci. All the surface streamlines spiral onto this point. The
streamlines on the symmetric plane resembles with those of the
two-dimensional simulation.

We have used the limiting streamlines to determine the bound-
ary of the primary recirculation zone on the bottom wall~stepped
wall! of the channel. As described by Chiang and Sheu@22#, the
surface streamlines tend to diverge from the line of attachment.
The streamlines on both sides of this line of attachment move in
opposite directions. Figure 14 shows that this boundary line
(x1 /h) is different from the line (xu /h) on which the gradient of
the streamwise component of velocity at the wall (]u/]yuwall) is
zero. It is not incongruous to mention here that quantities such as
x1 /h andxu /h are identical for a two-dimensional flow. The ef-
fects of three-dimensionality culminate in the creation of a span-
wise velocity component. This spanwise velocity component is
responsible for the difference in the trajectory of the line that
denotes the boundary of the primary recirculation region and the
line on which]u/]yuwall is zero, particularly near the side wall.
Moreover, it should be mentioned that these two lines are identical
with each other over a span that extends a little more than about
50% of the half channel width in either direction of the symmetry
plane. The discrepancies observed are more pronounced near the
side wall where thew component of velocity is fairly strong.
Another observation is that the reattachment length, based on the
criterion of ]u/]yuwall50 which defines a zero wall shear stress
in the streamwise direction, increases near the side wall after at-
taining a minimum value. In fact, it reaches its maximum at the

Fig. 15 Contours of the velocity component w on various x -z
planes. y * denotes the dimensionless distance from the bottom
wall; HÕhÄ1.9423; ReDÄ648

Fig. 16 Velocity vectors at a spanwise location of zÄ1.05;
HÕhÄ1.9423; ReDÄ648

Fig. 17 Development of a wall jet in streamwise direction near
the bottom wall. Spanwise location zÄ1.05; HÕhÄ1.9423;
ReDÄ648; three-dimensional simulation.
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side wall. The numerical data reveal this fact, even though it is not
very evident from the figure. Our observation is well supported by
Nie and Armaly@24#.

The experiments of Armaly et al.@11# indicate that for an ex-
pansion ratio of 1.9423, the flow appears to be three-dimensional
above ReD5400. The transition to three-dimensionality is the pri-
mary source of discrepancies that appear in the comparison of
two-dimensional computation and the experimental results above
a Reynolds number of 400. In order to address the issues related
to three-dimensionality, we resort to our three-dimensional simu-
lation for ReD5648. Figure 15 depicts the development of the
spanwise component of velocity at four different horizontal planes
located aty* 50.046, 0.154, 0.273 and 0.402 from the bottom
wall. Figures 15~a!–~d! show the gradual development of isolines
of w velocity over different horizontal planes. Thew velocity is
initiated near the side wall, at the edge of the step as a conse-
quence of development of a low-pressure zone and the fluid recir-
culation therein. The zone, influenced by thew velocity, grows
larger as one moves in the perpendicular direction from the bot-
tom wall. The maximum value of thew velocity is found to be
0.23.

The adverse pressure gradient due to the sudden expansion at
the location of the step is responsible for the reverse flow together
with the swirling motion in the spanwise direction, as shown by
Williams and Baker@21#. They also showed the three-dimensional
spiraling path from the side wall to the central symmetry plane.
The swirling flow is responsible for the maximum and the mini-
mum values that develop near the side wall in the spanwise dis-
tribution of the primary reattachment length~Fig. 12!. The simu-
lation for a Reynolds number of 648 shows a minimum around
(x55; z51). One noteworthy feature of the three-dimensional
laminar flow is the shear layer that emanates adjacent to the step
corner, impinges on the step wall and continues in the flow direc-
tion as a wall jet. Figure 16 shows the computed streamwise ve-
locity profiles for a Reynolds number of 648 along the length of
the channel at a spanwise location ofz51.05. After impingement,
the flow continues downstream into the redeveloping flow region.
A wall-jet-like characteristic feature is demonstrated during the
redeveloping stage. Theu velocity profile becomes self-similar in
this regime. We investigate theu velocity profiles at a spanwise
location ofz51.05 away from the side wall over the streamwise
locations ofx512, 14, 16, 18 and 20. Theu velocity profiles are
normalized byumax, the local maximum value and the vertical
distances from the bottom wall are normalized byyhal f* , the dis-
tance from the bottom wall to the location where theu velocity
attains the value of localumax/2. Figure 17 illustrates the self-
similar profiles at the lower part of the channel confirming the
development of the wall-jet-like flow. The self-similarity holds
good from the bottom wall untily* /yhal f* 53. The maximum value
of theu velocity profile atx512 is 0.9867, whereas the maximum
at x520 is 0.6474.

Williams and Baker@21# found that yet another wall-jet-like
profile forms at the step plane and grows in strength with increas-
ing Reynolds number. They observed the presence of wall jet at
the channel bottom wall, originated from the side wall and di-
rected towards the channel mid-plane. The cross-stream velocity
vectors~Fig. 18! at a streamwise distance ofx56 indicates that a
wall-jet-like flow, in the spanwise direction, develops in the sepa-
rating shear layer and moves towards the channel center. The for-
mation of the wall jet in the spanwise direction is further demon-
strated by our simulation at a Reynolds number of 648 in Figs.

Fig. 18 Cross-stream velocity vectors at a streamwise loca-
tion of xÄ6; HÕhÄ1.9423; ReDÄ648

Fig. 19 Development of a wall jet in spanwise direction near the bottom wall. HÕhÄ1.9423; ReDÄ648. Steamwise
locations: „a… xÄ6 „b… xÄ8.

372 Õ Vol. 126, MAY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



19~a! and ~b!. The jet-like flow that develops in the spanwise
direction is the culmination of the generation of thew velocity
component from the side wall. The flow, predominantly the shear
layer, emanates from the step edge and forms the separation zone
at the sudden expansion. At aboutx55, the flow impinges on the
bottom wall, adjacent to the side wall and a jet-like flow emanates
in the spanwise direction. The jet-like flow continues as a wall jet
and interacts with the primary recirculation zone. We envisage the
wall jet to exist atx56 and 8. Figure 19~a! shows the self-similar
wall-jet profile over variousz locations atx56. The w velocity
distribution alongy at az location was normalized bywmax, the
maximum absolute value of the localw velocity distribution at
that z location. The vertical distance from the bottom wall was
expressed asy* and this was normalized byyhal f* , the distance
from the bottom wall to the point where thew velocity attains half
of its maximum value. It is evident that the profiles at variousz
locations become self-similar in their bottom part, entailing the
development of a wall jet up to the channel mid-plane. The devia-
tion from a self-similar profile beyondy* /yhal f* 53.2 can be ex-
plained by the difference in flow structure on the upper wall.
Figure 19~b! reveals the same flow characteristics of the wall jets
at variousz locations atx58.0. The value ofwmax increases from
0.17 to 0.194 as one moves fromx56 to 8. However, a closer
examination reveals that this maximum value of thew velocity
decreases further downstream, say atx518, and the wall-jet struc-
ture in the spanwise direction is no longer seen.

5 Conclusions
Laminar backward-facing step flow was investigated for a wide

range of Reynolds numbers and expansion ratios by means of
two- and three-dimensional simulations. The following conclu-
sions can be drawn:

• For a wide range of Reynolds numbers, 1024<ReD<1, a
corner vortex of nearly constant size is found in the concave cor-
ner behind the step. Based on the theory of Moffatt@2#, an infinite
sequence of closed eddies with decreasing size and strength is
expected for ReD→0. In the present investigation, the first and
second corner eddies were successfully predicted. Owing to the
requirement for excessive computational resources, further eddies
with decreasing strength could not be be captured with reasonable
effort. Surprisingly, the phenomenon of creation of the Moffatt
eddies~corner vortex! is not restricted to ReD→0 but is also evi-
dent at a finite Reynolds number of ReD51.

• For the Reynolds number range ReD<400 the flow past the
backward-facing step can be predicted successfully by two-
dimensional computations. The corner vortex observed for ReD
<1 reaches the step height at ReD'10 ~for H/h51.9423) cover-
ing the entire face of the step. Hence thecorner vortexsteadily
evolves into arecirculation regionwith increasing ReD . Based on
the two-dimensional predictions, excellent agreement with the ex-
perimental measurements of the flow field at the vertical mid-
plane (z5W/2) is found for ReD<400. As expected, this primary
recirculation length increases non-linearly with increasing expan-
sion ratio,H/h.

• As one of the most important engineering quantities for the
design of a channel system, the pressure losses were evaluated for
various expansion ratios and Reynolds numbers of interest in this
study. The total pressure loss is subdivided into irreversible pres-
sure drops related to friction in the channels before and after the
step, the reversible pressure rise at the expansion and an irrevers-
ible pressure dropj occurring due to additional losses at the step.
As expected, these losses increase with increasing step heightH
and decrease with increasing Reynolds number, except for ReD
.200 and large expansion ratios,H/h.

• The three-dimensional predictions at three different Reynolds
numbers (ReD5397, 648 and 800! were found to be in excellent
agreement with the experimental results of Armaly et al.@11#. The
effect of the side wall is evident for ReD.400, explaining the

discrepancies observed between two-dimensional simulations and
the experimental findings in the vertical mid-plane (z5W/2). In
contrast to the observations of Kaiktsis et al.@16# an oscillatory
behavior of the backward-facing step flow was found beyond
ReD'1200, which is in concurrence with the measurements of
Armaly et al.@11#.

• In the three-dimensional simulations it was observed that the
boundary of the primary recirculation zone, determined by the
surface streamlines on the bottom wall, is not identical with the
line on which]u/]yuwall at the wall is zero.

• On the bottom wall, a wall jet in the streamwise direction
with self-similar velocity profiles was identified as one of the
main flow structures in the redeveloping region past the step. Fur-
thermore, another wall jet in the spanwise direction, which is di-
rected towards the channel mid-plane, was found near the bottom
wall in the recirculation zone.
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Numerical and Experimental
Investigation of an Annular Jet
Flow With Large Blockage
Unsteady 3-D numerical simulations and 3-D LDA measurements of an annular jet with
a blockage ratio of 0.89 and Reynolds number 4400 are presented. At these flow condi-
tions, the flow inside of the recirculation zone is asymmetric, with a preferential direction.
Very good predictions of the velocity fluctuation values are achieved with the unsteady
simulation technique in the same region, as the fluctuations are mainly large scale, struc-
ture dominated. A frequency near to 10 Hz is identified in the simulations, which is
attributed to the principal shedding behavior of the vortical structures.
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1 Introduction
Bluff-body flows are encountered in many fields of practical

interest. In the case of turbulent flames, the existence of a zone
dominated by intense recirculation, omnipresent in such flows,
increases the mixing intensity and stabilizes the flame. Stability is
a fundamental issue in gas turbine combustion, where extremely
lean fuel-air mixtures are adopted for achieving low NOx emis-
sions@1,2#. These lean flames are often very close to the extinc-
tion limit. Another advantage of enhanced mixing is the reduced
peak temperature and, consequently, the possibility of an addi-
tional reduction of thermal NOx emission.

The axisymmetric bluff-body stabilized burner is a combustion
device of practical relevance because it introduces highly strained
and recirculating turbulent flows. It consists of a tube of diameter
D0 with a axisymmetric bluff-body of smaller diameter D,D0 at
the outlet. Disks, cones or cylinders are frequently used as bluff-
bodies. The flow is forced to pass through the annular slot and to
form an annular jet, Fig. 1a. Due to flow separation, a region of
subatmospheric pressure is formed behind the disk, and a part of
the annular jet is entrained in that region in a continuous strong
recirculation.

Numerous experimental studies of the non-reacting time-
averaged flow field in the recirculation zone of turbulent annular
jets have appeared in the literature@3–7#. It has been found that
the ratio of recirculation length to bluff-body diameter decreases
with increasing blockage ratio D2/D0

2, while the ratio of reverse
mass flow to total mass flow in the recirculation zone increases
with increasing blockage ratio. The actual shape of the bluff-body
influences the flow direction at the jet exit and therefore the recir-
culation length@3,6#.

The turbulence intensity in the recirculation zone has been
found to be particularly high~at least 30% of the local mean
velocity @4#! and strongly anisotropic, becoming isotropic further
downstream, after the reattachment point@3,4,6#. At the axial stag-
nation point, the radial stresses are larger than the axial stresses.
This is due to the attenuation of the axial normal stresses in that
region. Indeed, the production of axial normal stresses is a nega-
tive quantity at the stagnation point, since the axial velocity gra-
dient is positive@6#. In the recirculation zone, the measured shear
stresses do not vanish in the locations of zero velocity gradient

@4#. Observations and measurements of this nature for the turbu-
lence quantities lead to the conclusion that isotropic turbulence
models~e.g., the standard k-« model! are inadequate for appropri-
ately capturing the Reynolds stresses@4,6#.

Stroomer@7# and Aly and Rashed@8# investigated experimen-
tally annular jets with a high blockage ratio. Stroomer was the
only researcher who reported limited measurements inside the re-
circulation zone for such jets, where he also observed strongly
anisotropic turbulence.

In contrast to the experimental works, the number of publica-
tions on turbulent annular jet simulations is very limited. McGuirk
et al. @9#, Durão et al. @10# and Akselvoll and Moin@11# studied
the annular jet combined with a central jet~i.e., the coannular jet!.
Only Pope and Whitelaw@12# and Leschziner and Rodi@13# per-
formed simulations on free~unconfined! annular jets, both works
reporting results for a blockage ratio of 50%. In the latter work,
very good predictions of the mean velocity on the symmetry axis
were obtained, conducting axisymmetric steady simulations along
with the skew-upwind differencing scheme and the quadratic,
upstream-weighted differencing scheme.

One of the topics of the present work is the identification and
the characterization of the flow asymmetry originating from the
annular jet. Asymmetric flows originating from symmetric geom-
etries and boundary conditions have been observed in the past
@14–22#. The flow asymmetry is one of the possible solutions of
the non-linear problem expressed by the Navier-Stokes equations
@17#. Extensive experimental and numerical studies have been un-
dertaken for the symmetric plane sudden expansion configuration
@14,15,18–20#. A key observation is that for high expansion ratios
or high Reynolds numbers, the flow is more prone to become and
remain asymmetric.

For confined annular jets, flow asymmetry has been observed
by Pinho and Whitelaw@16#. In their work, the blockage ratio was
50%. The authors performed LDA measurements of a water flow
and a water-carboxy methyl cellulose mixture for analyzing the
differences between Newtonian and non-Newtonian flows. In the
range of Reynolds numbers between 400 and 6000 the pure water
flow exhibited an asymmetric flow field. The authors identified
oscillations with a Strouhal number of St50.094 ~the Strouhal
number is the frequency normalized with the disk diameter and
the annular jet velocity! in this range. They associated these os-
cillations to the propagation of instabilities shed from the disk
edge, which are responsible for the asymmetry, as explained by
Cherdron et al.@14#. In contrast to the results obtained for the
symmetric plane sudden expansion, for which the asymmetry per-
sists also in the turbulent regime@15#, the confined annular jet
shows a limited range of Reynolds numbers where the flow is
asymmetric. Actually, as we shall show in the sequel, the symme-
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try breaking observed in the present unconfined annular jet is of a
particularly complex nature, since it can be both spontaneous and
forced.

To summarize, the present contribution deals with the numeri-
cal and experimental investigation of a non-reacting annular air jet
with a blockage ratio of 89%. The experimental work consists of
systematic three-dimensional LDA measurements of the flow
field, whereas in the numerical work three-dimensional unsteady
computations are employed. The objectives of this work are the
following: to show the flow features~large scale asymmetry, fluc-
tuating quantities and the existence of a characteristic vortex fre-
quency! of the high blockage ratio jet under investigation by
means of experimental and numerical data. Additionally, this work
demonstrates that unsteady Reynolds Averaged Navier-Stokes
~URANS! simulations can be, under certain requirements, a valu-
able tool for engineering design.

2 LDA Measurements
A cross-section of the upper part of the disk stabilized burner

producing the air annular jet is shown in Fig. 1b. For the experi-
mental part of this work we utilized the same burner device as in
the measurements of Stroomer@7#. The disk diameter is D580
mm and the inner tube diameter is D0585 mm, giving a blockage
ratio of 0.89. After exiting the honeycomb~not shown!, the air
enters a contraction section and is forced to pass through the an-
nular slot of width 2.5 mm. The air flow was fixed at such a rate
that the axial bulk velocity at the slot exit was U0513.2 m/s. The
accuracy of the thermal mass flow meter amounted to62%. For
the annular jet, the hydraulic diameter@43~passage area!/~wetted
perimeter!# is equal to D02D. Therefore, the Reynolds number
based on the hydraulic diameter and the jet exit velocity was, in
our case, 4400.

The burner had a second gas supply for an additional central
flow through the 4 mm hole of the disk~Fig. 1b!. However, in the
present set of measurements, this hole was hermetically sealed.

The setup of the 3D-LDA system was described extensively by
Flury @23#. It consists of a 5W Ar1-Laser, which was operated in
multiline mode at 2W, a two-component transmitting optics~l
5514.5 nm and 488 nm!, an ordinary one-component transmitting
optics~l5476.5 nm! and the corresponding receiving optics. The
optical system was mounted on an optical bench, which could be
moved in three directions. Cross scattering was used to reduce the
sphere equivalent diameter of the measurement volume down to
80 mm. The signals were processed by means of FFT analyzers.
TiO2 seeding particles of 1mm mean diameter were used. The
calibration factors of the three velocity components were deter-
mined by means of two independent ways: geometrically and by
using a rotating disk. The difference in the results obtained by
these two calibration techniques was always smaller than 4%.

The origin of the Cartesian coordinate system was fixed at the
disk center. The symmetry axis of the disk was vertical and was
chosen as the z-axis. The y-axis was parallel to the optical bench.
The positioning accuracy of the measurement volume was 0.5 mm
or better. The velocities were measured by scanning a grid with
1139 nodes on the yz-plane. Additionally, measurements near to
the jet nozzle were performed.

Approximately 50,000 shots were taken at each measuring
point. From the collected shots, mean and r.m.s. values of the
three velocity components could be computed. The errors in the
mean values and in the r.m.s. values were within a65% range
and a610% range, respectively.

Detailed measurements at the jet nozzle showed a quasi-
parabolic radial profile of the axial velocity. However, differences
of the order of 0.08U0 were observed in the peak values along the
periphery of the annular nozzle. This indicates that a certain level
of nonuniformity in the azimuthal distribution of the axial velocity
at the jet nozzle must be taken into account. We shall expand on
this point in the sequel.

It must be emphasized that Stroomer@7# used a two-component
LDA system for measuring the axial and the radial velocity com-
ponents, whereas the present experimental contribution deals with
three-dimensional LDA measurements. The simultaneous mea-
surement of three velocity components is critical for a accurate
analysis of the flow structure, as shown in the sequel.

3 Numerical Simulations

3.1 Simulation Technique. Vortex shedding and convection
is encountered in bluff-body flows, in which strong flow separa-
tion and recirculation are dominant. For the numerical simulation
of these kind of flows, the Unsteady Reynolds Averaged Navier
Stokes~URANS! simulation technique has been successfully em-
ployed in the past@24–27#. The technique is based on the En-
semble Averaged Navier Stokes equations, for which a model for
the Reynolds stresses must be provided@24,27#. The reason for its
success lies in the accurate direct computation of the large vortex
structures, whereas the small and short time vortices are modeled.

For the simulation of the described annular jet flow three dif-
ferent models for the Reynolds stresses were used in this work:
~1! the standard k-« model based on the Boussinesq approxima-
tion ~see Ref.@28#!, ~2! the Reynolds Stress Model of Speziale,
Sarkar and Gatski~SSG-RSM, @29#!, and ~3! a no-model ap-
proach, for which the Reynolds stresses are assumed to be zero.

The results of the k-« model are not shown here, as they were
particularly poor as far as the large vortex fluctuations are con-
cerned. Indeed, the local velocity oscillations presented us with a
strong damping after a short initial transient. A large amount of
dissipation is introduced in these computations through the turbu-
lent viscosityneff , which finally led the unsteady simulation to a
steady state. Other works@25,27# have already observed that the
standard k-« model is very dissipative especially for unsteady
flows with large scale unsteadiness, since the turbulent kinetic
energy k is overpredicted. This is due to the large production term
in the transport equation of k.

Fig. 1 „a… Sketch of an annular jet. „b … Cross-section of the
annular jet device used in the experiments.
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The no-model approach represents a sort of ‘‘naive’’ Large
Eddy Simulation~LES!, as observed by Rodi@30#. LES is a tech-
nique commonly considered to be the most accurate in CFD for
flows in the turbulent regime, because it computes the dynamics
of the largest eddies directly and models the smallest eddies ef-
fects with a subgrid scale model. Since the effects of the smallest
eddies are dissipative, it is argued that their effect can be artifi-
cially introduced by the numerical dissipation of the momentum
equations spatial discretization scheme, namely through the
coarseness of the computational grid compared to the smallest
eddies size@30#. We shall emphasize at this point, that the funda-
mental equations solved in this approach are averaged in time, as
we are dealing with the RANS technique. They do not reflect
spatial filtering, as it is typical in LES.

The bulk of the results presented however come from the ap-
proach with the Reynolds Stress Model of Speziale, Sarkar and
Gatski @29#. This approach, in a fashion very similar to the LES
concept, delegates the large eddies to the momentum equations
and assigns the modeling of the small eddies to the statistical~yet
anisotropic! Reynolds Stress Model. It is obvious that for such a
scheme to be consistent, the two energy ranges~large scale, mo-
mentum assigned and small scale, model assigned! must be suffi-
ciently separated. This, as we shall see, is true for our system,
where two orders of magnitude in the frequency separate the co-
herent from the statistical fluctuations.

The averaged quantities obtained with the unsteady simulation
technique are generally affected by a statistical error, which is due
to the limitation of the total simulated time interval. Indeed, the
averages of distinct and contiguous time sub-intervals are slightly
different from each other. In this work, the statistical error is given
by the minimum and maximum velocity average value of three
contiguous and equidistant time sub-intervals.

The analysis is limited to the post-transient state of the annular
jet flow. In this state, the three velocity averages taken over three
distinct and contiguous time sub-intervals are nearly the same.
These averages also slightly differ from the average taken over the
total time. In the simulation results, the condition to identify the
post-transient state is that for each sub-interval, the difference
between the sub-interval average and the overall average is less
than the r.m.s. value of the sub-interval fluctuations.

3.2 Meshes and Boundary Conditions. For the computa-
tions, multiblock grids with three different mesh sizes were used.
The grids consisted of five blocks in total. The block in the central
region included the symmetry axis of the annular jet device, and
four blocks were attached around the central block~‘‘butterfly’’
configuration!. The multiblock structure was preferred to a one
block O-grid, because it provides greater cell size uniformity. The
three different meshes have sizes of 202,826 points, 402,696
points and 879,795 points, and are referred in the sequel as coarse,
medium and fine mesh, respectively~Table 1!.

All three grids have the shape of a truncated cone, see for
example Fig. 2. The axial expansion ratio of the grid is 1.05,
starting from the bluff-body disk. So, the space between the grid
points near to the disk is very small and cannot be recognized in
Fig. 2. Figure 3 shows a cross section of the computational do-
main through the symmetry axis. In the same figure the boundary
conditions and the dimensions are described.

It must be stressed that extensive steady-state computations
have been carried out for testing the influence of the boundary

conditions on the results. In one simulation, the region in the
contraction tube below the bluff-body disk~see Fig. 1b! was in-
cluded. It was shown that negligible differences in the mean val-
ues were observed when compared to the simulations which in-
cluded only the region above the disk and a uniform annular jet of
velocity U0 . Another simulation included a large free region to
the side of the annular jet device, in order to test the air entrain-
ment effect caused by the jet. It was shown that the same results
are achieved when the large region is removed and replaced by a
low velocity axial coflow, provided this coflow had a velocity
below 0.1U0 . Grids of different lateral and axial lengths, ranging
up to 15D downstream, were tested and yielded, essentially, the
same results with the grid and the boundary conditions used in the
present work. An effect on the main flow pattern is observed only
with domains smaller than 3 diameters. The effect is a contraction
of the recirculation zone above the bluff-body disk.

Table 1 Description of the three used meshes

Central block 4 surrounding blocks

TotalI J K I J K

Fine ~F! 21 21 95 105 21 95 879,795
Medium ~M! 17 17 72 78 17 72 402,696
Coarse~C! 13 13 58 64 13 58 202,826

Fig. 2 Computational grid with approximately 200,000 mesh
points. This grid is referred as coarse grid .

Fig. 3 Axial cross-section of the computational domain and
boundary conditions
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In Fig. 3, the smaller circular surface of the truncated cone
~bottom! is put at the height of the bluff-body disk plane~at z/D
50!. The larger circular surface~top! is the outlet of the compu-
tational domain. In our unsteady simulations, the flow at the an-
nular jet nozzle was modeled with a uniform axial jet and the
lateral air entrainment was modeled with a uniform low velocity
coflow. The velocity of the uniform axial annular flow was U0
513.2 m/s~in z-direction! as the bulk velocity in the experiments
~see Section 2!. The coflow had a velocity of 0.5 m/s in axial
direction and zero velocity in radial and azimuthal direction.

In the simulations with the Reynolds Stress Model, the turbu-
lent intensity at the inflow surface was set to 10% with an integral
length l050.06D. This choice has been made guided by the mea-
surements@7# in the nearest available position. The low velocity
co-flow ~external air entrainment! had a turbulent intensity of 5%
and an integral length of 0.06D.

At the lateral surface of the truncated cone-shaped domain, a
free-slip boundary condition was set. At the free-slip boundaries
both the velocity gradients normal to the boundaries and the ve-
locity component normal to the boundaries are zero. Moreover,
for the Reynolds Stress Model simulations, this condition implies
a zero diffusive flux imposed for the additional transport quanti-
ties. These additional quantities are the six Reynolds stressest ij
and the dissipation« of the turbulent kinetic energy.

At the outlet, a non-reflective outflow boundary condition with
zero inflow was put. Zero inflow means that a free-slip boundary
condition is automatically put at the outlet boundary faces at
which the momentum equations would result in an entering flow.
This particular condition was chosen for reasons of numerical
stability.

3.3 Summary of the Computations. The computations
were performed using the finite volume code CFX-TASCflow.
This platform employes a collocated grid scheme along with a
pressure correction method for the pressure-velocity coupling.
The space discretization scheme utilized was the second order
skew upwind, which has demonstrated efficient behavior in a pre-
vious annular jet flow numerical study@13#. Due to constraints of
the CFD code the computations with the SSG model were first
order accurate in time. The solver uses the Incomplete Lower
Upper ~ILU ! Factorization for the relaxation of the discretized
equations at a specific time step.

Convergence is accelerated via the employment of an algebraic
multigrid method, which is based on a W-cycle with 4 sweeps
going down. The number of sub-iterations varies between 4 and
10. For each time step a certain number of iterations is performed
until full convergence is achieved. Typically, the number of steps
is 6.

Table 2 summarizes the performed computations. The time step
is, depending on the simulation, 0.1 or 0.4 ms. The choice of the
time step is based on the results obtained by Stroomer@7# and on
typical Strouhal numbers of similar devices. Stroomer measured
the velocity fluctuation frequencies of the flow coming out of

exactly the same annular jet device, with the same Reynolds num-
ber. He reported a fundamental oscillation period of approxi-
mately 83 ms, which is at least 200 times larger than our time-
step. For a confined annular jet Pinho and Whitelaw@16# found
experimentally a value of St50.094, which corresponds to an os-
cillation period of 64 ms~i.e., 160 times larger!. Typical Strouhal
numbers for simple bluff-body flows~i.e., flows past square, cir-
cular and triangular cylinders! are in the range 0.12–0.25
@27,30,31#, which yield oscillation periods between 24 and 50 ms
in our annular jet. Therefore, the time steps in the computations
are sufficiently small to capture the main flow oscillations.

The unsteady computations needed to go through an initial tran-
sient before reaching the final stationary state characterized by
oscillations around a steady time average. All postprocessing pre-
sented involves post-transient time series. Therefore, Table 2
specifies both the amount of totally collected time steps~fourth
row! and the amount time steps in the post-transient state only
~fifth row!.

The stationary state was assumed to be reached, when all three
velocity components averages taken over three distinct and con-
tiguous time-sub intervals were nearly the same. Note that
amounts in the fifth row of Table 2 reflect considerably large time
lengths. Indeed the time intervals in the post transient state are at
least 30 times larger than the time needed by the air flow to cover
a distance equal to the disk diameter.

4 Results and Discussion

4.1 Mean Values. As a typical velocity signal of the un-
steady computations, the instantaneous axial velocity on the sym-
metry axis at a distance of z/D50.2 from the disk is plotted in Fig.
4. The signal is obtained from the simulations with the SSG-
Reynolds Stress Model~SSG-RSM! and with the fine grid. It is
characterized by stable oscillations. On the other side, the signal
given by the no-model computations~not shown here! at the same
position has larger amplitudes and has finer structures superim-
posed to the dominant fluctuations.

The time averaged axial velocity component on the symmetry
axis is plotted in Fig. 5. Our and Stroomer’s@7# experimental data
are presented together with the results of our unsteady computa-
tions with the SSG-Reynolds Stress Model~SSG-RSM! and with
the no-model approach.

The numerical results are based on the computations with grid
F. The computations with the grids C and M give very similar
predictions, indicating that the results, as far as this quantity is
concerned, are fairly grid independent. The statistical errors~Sec-
tion 3.1! of the computations are indicated with error bars. The
fact that there is no significant difference between the axial profile
computed with the two approaches points out, that the axial ve-
locity component is relatively insensitive to the model used.

In the region near to the disk the axial velocity is negative due
to the backflow of the recirculation. It becomes positive further
downstream. The two modelling approaches employed for the

Table 2 Details of the unsteady simulations. PC800ÄPC Intel Pentium 3 „800 MHz… processor.

No-model k-« SSG-RSM

Grid C Grid M Grid F Grid F Grid C Grid M Grid F

Time step~seconds! 1024 1024 4•1024 4•1024 1024 1024 1024

Time step (D/U0) 1.7•1022 1.7•1022 6.6•1022 6.6•1022 1.7•1022 1.7•1022 1.7•1022

Space discretization
order

2nd 2nd 2nd 2nd 2nd 2nd 2nd

Time discretization
order

2nd 2nd 2nd 2nd 1st 1st 1st

Total time steps 16,000 11,000 6,700 3,700 25,000 3,200 5,600
Time steps past initial
transient

12,000 11,000 6,000 ¯ 20,000 3,200 4,000

CPU time per time
step on PC800~min.!

;3 7.5 ;19 ;14 ;6 ;12 ;25
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Reynolds stresses give the same results as far as the mean veloci-
ties are concerned. It can be observed that the position of the
inversion point of the axial velocity component on the symmetry
axis is overpredicted and the maximum reverse velocity is under-
predicted. Test computations have shown that this discrepancy is
due to the type of inlet boundary condition used in the computa-
tions. We used a uniform annular jet in the simulations, whereas
the experiments show evidence of a relatively non-uniform mass
flow in radial and azimuthal direction. More specifically, measure-
ments in the vicinity of the jet exit of the device at different
azimuthal positions showed a variation of the order of 0.08U0 in
the peak values of the velocity. In order to test this hypothesis,
three-dimensional steady simulations were conducted with a simi-
lar numerically imposed variance of the exit velocity at the jet
periphery, according to Eq.~1!:

w5~110.08 sinu!U0 (1)

where w is the axial component of the velocity andu is the azi-
muth.

The main result of these steady computations is that the veloc-
ity profile computed along the axis becomes very similar to the
measured one~Fig. 6!, in the critical recirculation region.

Effectively, what we showed with these computations is that
when symmetry is broken in a forced manner, and at magnitudes
that match experimental imperfections, the large scale features of
the flow are captured satisfactorily@32#.

Computations with other grids also show a decrease in the re-
circulation length by imposing a nonuniform velocity profile at
the jet exit. However, since we shall discuss general features of
this flow and in particular its~small and large scale! oscillating
behavior, we shall focus on symmetrically forced configurations
and spontaneously emerging asymmetries, from now on.

The annular jet asymmetry configuration we investigate, falls
under the SO~2! symmetry group. It has been shown, and is well
established now, that SO~2! flows can exhibit spontaneous sym-
metry breaking@22,33–37#. Moreover, recent results have pro-
vided strong evidence that, at least in certain cases, even minute,
and effectively unavoidable, imperfections of the experimental rig
cause symmetry breaking that manifests itself with responses that
are disproportionally large with respect to the triggering distur-
bance@21,32,38–42#.

The radial velocity on the symmetry axis is shown in Fig. 7.
The numerical results are obtained from the no-model simula-
tions. Both simulations and experiments give similar shapes:
There is a maximum value near the upper border of the recircu-
lation zone and an asymptotic decrease to zero further down-
stream. From the non-zero values of the radial component on the

Fig. 4 SSG-RSM simulations: Axial velocity signal on the sym-
metry axis at z ÕDÄ0.2

Fig. 5 Mean values of the axial „streamwise … velocity compo-
nent on the symmetry axis. Results of unsteady simulations
with a uniform annular jet.

Fig. 6 Steady simulations with a nonuniform annular jet flow:
Mean values of the axial velocity component on the symmetry
axis

Fig. 7 Mean values of the radial velocity component on the
symmetry axis „no-model approach …
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symmetry axis it must be concluded that the mean flow is not
axisymmetric in the region where the recirculation takes places.

The profile of the radial velocity on the symmetry axis~Fig. 7!
is not fully grid independent. However, three-dimensional steady
computations, for which a grid independence test has been per-
formed, show the identical curve shape with deviations of only
20% from the unsteady simulations. So, also three-dimensional
steady computations yield a non zero radial velocity profile on the
symmetry axis, indicating a basic asymmetry in the flow field.

Figure 8 shows the streamlines of the~u,w!-vectors on the xz-
plane through the symmetry axis, after averaging the results of the
SSG-RSM simulations. The streamlines on the symmetry axis are
not parallel to the axis itself. Part of the flow coming from the
upper left region of the recirculation torus is moving to the lower
right region, giving a net mass flow across the symmetry axis. The
two cross sections of the recirculation torus have different shapes
and positions. The stagnation point on this plane is located ap-
proximately at x/D50.15 and z/D50.60, i.e., it does not lie on the
symmetry axis. The point at which the w-component is zero on
the symmetry axis does not coincide with the stagnation point, as
it is for axisymmetric flows.

As the computational domain is limited, and the velocity of the
co-flow set at the boundary is small, a toroidal recirculation zone
is present between the wake flow and the lateral sides of the
computational domain. The downward flow towards the jet exit
~left part in Fig. 8! is due to this recirculation. Of course, large
velocity values of the co-flow would forbid the toroidal recircula-
tion flow to be formed. However, such large velocity values would
largely affect the wake flow, as extensive steady state computa-
tions have shown. We should mention that apart from examining
the influence of the co-flow velocity magnitude, we have con-
ducted a set of computations where the domain was extended
peripherally outwards and below the disk section, therefore allow-
ing for a more ‘‘natural’’ circulation development. The results
however were essentially identical to the ones obtained with the
co-flow approximation, significantly more expensive in computa-
tional time though.

The streamline plot of Fig. 8 was obtained after averaging the
results of the unsteady Reynolds stress model computations.
Qualitatively the same result, i.e., a net~asymmetric! flow from
one annular jet side to the other is obtained in the unsteady com-
putations with the no-model approach and with three-dimensional
steady computations. Moreover, grid independent results of three-

dimensional laminar computations at the same blockage ratio and
at Re550 show a stable and steady flow asymmetry of the same
shape@43#.

Essentially the same features of asymmetry are observed in the
experiments, Fig. 9. Note that the coordinate system used in the
measurements does not coincide with the coordinate system of the
simulations, since the break of symmetry destroys the intrinsic
azimuthal invariance of the problem. So, a comparison of the
images is possible only on a qualitative basis. We should repeat
here that the numerical results presented originate from computa-
tions where the break of symmetry is spontaneous~i.e. with a
symmetric inflow boundary condition!, whereas for the experi-
ment this idealized condition is impossible~see previous discus-
sion on magnitude of inflow asymmetry!. In effect, one would
expect a higher level of asymmetry in the experiment.

The analysis of the velocity vector orientation on the symmetry
axis has shown that the fluid flows from one side of the annular jet
to the opposite side, and that there is only one preferential direc-
tion. While the streamlines on a plane through this preferential
direction are asymmetric~Fig. 8!, the streamlines on the perpen-
dicular plane~not shown in this work! have a nearly axisymmetric
shape. A detailed description of the asymmetry phenomenology is
out of the scope of this work and will be discussed elsewhere.
However, we have evidence that it is caused by the imbalance of
pressure and inertia forces for thin annular jets, and that it is
triggered by perturbations generated in the vicinity of the disk
@43#.

4.2 Fluctuations. In the sequel, the values of the axial ve-
locity fluctuations are presented. In the experiments, they are de-
rived from the LDA signals as the r.m.s. of the instantaneous
fluctuation around the mean. In the unsteady computations, they
are computed on the basis of the large scale, coherent fluctuations
and of the small scale, modeled fluctuations@27#, according to the
equation

wtot8 5~~wcoh8 !21~wmod8 !2!1/25~~^w&2wmean!
21^w8w8&!1/2

(2)

where wtot8 is the total, wcoh8 the coherent and wmod8 the modeled
fluctuation. The overbars in Eq.~2! mean time averaging over the
total time interval.̂ w& is the instantaneous velocity value, wmeanis
the time averaged velocity, and^w8w8& is the instantaneous value
of the axial Reynolds stress. Note that the notation used is reflect-
ing time averages, as it is common in the RANS technique, and
not spatial filtering, adopted in LES.

Fig. 8 SSG-RSM simulations: Streamlines of „u,w …-vectors on
the xz-plane of the simulation coordinate system

Fig. 9 LDA measurements: Streamlines of „v,w …-vectors on the
yz-plane of the measurements coordinate system
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The coherent fluctuation is the r.m.s. of the instantaneous ve-
locity fluctuation around the mean, whereas the modeled fluctua-
tion is the square root of the Reynolds stress time average. Equa-
tion ~2! is valid, as long as the small and large scale fluctuations
are uncorrelated@28#, which is generally the case in single fre-
quency dominated vortex shedding flows.

The axial velocity fluctuations on the symmetry axis are shown
in Fig. 10, for the no-model approach simulations, together with
our experimental data and those of Stroomer@7#. As the no-model
approach assumes that the Reynolds stresses are zero, the fluctua-
tions are only coherent.

The coherent fluctuations of the no-model computations~Fig.
10! are obtained with different grid resolutions~202,826~Grid C!,
402,696~Grid M! and 879,795 grid points~Grid F!!. It can be
seen that there is an asymptotic trend converging to a grid inde-
pendent solution, i.e., the difference between the results of the
grids M and F is smaller than the difference between the results of
the grids C and M. So, the result of grid F is not strictly grid
independent but very close to the grid independent solution. Finer
grid discretization~probably exceeding 2–3 million points! would
be necessary to obtain fully grid independent solutions. Such lev-
els of discretization, when computed in a time-accurate, unsteady
manner, are beyond our current computational capabilities.

The results obtained show a significant statistical spreading,
which could be improved by collecting a longer signal history.
Nevertheless, for the finer and medium grid there is evidence of
large fluctuation values which agree with the experimental data
satisfactorily, especially in the near disk zone, where recirculation
takes place. In this zone, the experiments indicate axial turbulent
fluctuations in the range 0.10– 0.15U0 . The results of the coarse
grid are much lower than the other results, indicating that the
numerical dissipation is too high.

For the simulations with the SSG-RSM the fluctuation compo-
nents are presented separately, i.e., the coherent fluctuations in
Fig. 11 and the turbulent fluctuations in Fig. 12. From these fluc-
tuations the total fluctuations~Fig. 13! can be computed with Eq.
~2!.

Figure 11 shows the coherent fluctuations of the Reynolds
stress model computations. The fine grid results are not fully grid
independent. However, the grid independent solution will reason-
ably lie between the fine grid results~upper curve in Fig. 11! and
the fluctuations of the no-model computations~upper curve in Fig.
10!, as the Reynolds stresses have a dumping effect on the coher-
ent fluctuations.

Figure 12 presents the modeled fluctuations of the Reynolds
stress model computations. It can be reasonably stated, that the
grid independent solution for the modeled fluctuations in the up-
per part of the recirculation zone~i.e., in the region 0.25,z/D

,0.5! is significantly smaller than the coherent fluctuations. From
Fig. 12 it is evident, that nearer to the bluff-body disk~0,z/D
,0.25! the grid independent modeled fluctuations will be large.
Vice versa, the coherent fluctuations decrease to zero in this re-
gion, as the velocity decreases to zero near to the wall. So, by

Fig. 10 No-model approach: Computed coherent fluctuations
and experimental total fluctuations

Fig. 11 SSG-RSM simulations: Computed coherent fluctua-
tions and experimental total fluctuations

Fig. 12 SSG-RSM simulations: Computed modeled fluctua-
tions and experimental total fluctuations

Fig. 13 SSG-RSM simulations: Computed total fluctuations
and experimental total fluctuations
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comparing Figs. 11 and 12 it can be reasonably stated that near to
the wall the fluctuations are due to small vortices~fine structures!.

Some definitive trends can be recognized from these figures:
the characteristics of the fluctuations are locally different. In the
region near the disk~0,z/D,0.25! there is a large contribution of
high frequency fluctuations~Fig. 12!. The upper region of the
recirculation zone~0.25,z/D,0.5! is dominated by small fre-
quency coherent fluctuations. There, the computed~fine grid! co-
herent fluctuations reach values of 0.08U0 ~Fig. 11!. These fea-
tures can not be observed by looking at the total fluctuations,
which present a substantially flat profile~Fig. 13!, and strengthen
the need of unsteady simulations for this kind of bluff-body flows:
a steady simulation would neglect the coherent large eddy fluc-
tuations, which are responsible both for the large values of the
total fluctuations and for the high fluctuation level in the upper
recirculation region. Considering both coherent and modeled fluc-
tuations leads to total fluctuations, which fit very well with our
and Stroomer’s@7# experimental data.

By comparing the coherent fluctuations of the SSG-RSM com-
putations ~Grid F in Fig. 11! and the total fluctuations of the
no-model computations~Grid F in Fig. 10! the larger amplitudes
of the no-model approach are evident. This shows that the com-
putations are not dominated by numerical diffusion. Indeed, in
presence of a large numerical diffusion we would not see any
difference in the coherent fluctuations.

The fine grid results of the two approaches are shown in Fig.
14. Both approaches give similar high values of fluctuations in
agreement with the experimental results. The no-model approach
behaves better at the upper part of the recirculation zone~0.25,z/
D,0.5!. Nearer to the disk~0,z/D,0.25! this approach is not
able to maintain a high level of fluctuation, as the profile de-
creases. Apparently, the zone near to the disk is characterized by
both small and large scale fluctuations. The no-model approach is
able to capture the large scale fluctuations, however, the intense
small scale fluctuations are not captured, requiring higher grid
resolution near to the disk. The turbulent approach is able to cap-
ture the trend of having a fluctuation maximum near to the wall.
This observation is in accordance with new zonal trends in simu-
lations, where the near wall regions are computed using URANS-
type approaches~like our SSG-RSM! and the regions further
away from the wall are modelled using LES-type approaches
~more sophisticated, but of the same philosophy as our ‘‘naive-
LES’’ no-model approach! @44–46#.

4.3 Time Series Fourier Analysis. The previous sections
dealt with statistical quantities of the annular jet flow. Detailed
technical studies need also data on the flow dynamics. We focus
here on the frequencies of coherent structures. In the particular

case of the annular jet, these structures can be vortices passing
periodically at the monitor point~i.e., vortex shedding!, or bound-
ary layers oscillating around the monitor point.

The frequencies are computed via the Fast Fourier Transform
~FFT! of the auto-correlation function@47#. The computation of
the auto-correlation function and of its FFT was performed nu-
merically and based on the collected time history of the simula-
tions.

The results of the FFT analysis based on the fine grid SSG-
RSM simulations are presented in Fig. 15. Oscillation frequencies
of f510 Hz or a Strouhal number St5f•D/U050.06 can be ob-
served. Simulations with other grid resolutions and with the no-
model approach confirmed the existence of a specific frequency in
the range 5–10 Hz~St50.03–0.06!. Strouhal numbers of flows
past cylinders~see Section 3.3! are in the range 0.12–0.25. For a
confined annular jet Pinho and Whitelaw@16# found a value of
St50.094.

Stroomer@7# measured a frequency of 12 Hz~St50.073! for the
same annular jet but with methane-air combustion. We must be
aware that the frequency reported by Stroomer in the combustion
case and the frequency obtained in these non-reacting flow simu-
lations must not necessarily coincide. Indeed, different mean val-
ues and r.m.s. fluctuations values commonly appear in combusting
flows due to strong changes in density and momentum. However,
we can reasonably state that the orders of magnitude of the veloc-
ity and of the size of the large moving vortex structures are not
changed by the presence of combustion. Therefore, similar fre-
quencies should be expected in the reacting and non-reacting
cases as is the case here.

5 Conclusions
The present contribution dealt with the simulations and the

measurements of an air annular jet with a very high blockage ratio
~89%! and a moderate Reynolds number~Re54400!. The experi-
ments were performed using the three-dimensional LDA tech-
nique. Different points in the flow field were measured, and mean
and r.m.s. values were computed. The simulations were based on
the three-dimensional unsteady RANS technique. Different mod-
els for the Reynolds stresses were used.

A comparison of the mean velocities presented significant dif-
ferences between the simulated and measured values, which
proved to be the effect of asymmetries in the experimental jet exit
velocities. When similar magnitude asymmetries were introduced
to the numerical simulation, the comparison of mean velocities
yielded very satisfactory results. However, experiments and simu-
lations proved the existence of an asymmetric flow field inside of
the recirculation zone, with a preferential flow direction. This
strengthened the choice of performing simulations in a three-
dimensional fashion for this flow. Indeed, two-dimensional simu-
lations would artificially force axisymmetry.

The computed velocity fluctuations were in very good agree-
ment with the experiments. For the comparison with the experi-
ments, the total fluctuations had to be computed as the sum of the
directly computed, large scale coherent fluctuations and the mod-
eled, small scale fluctuations. It was shown that the fluctuations in
the recirculation zone mainly consisted of fluctuations of large
scale vortices, implicitly proving the necessity of performing the
computations in an unsteady manner. Steady computations clearly
underestimate the total fluctuations.

Fast Fourier frequency analysis based on the simulated velocity
time series indicated the existence of large vortex structures oscil-
lating at a frequency around 10 Hz, in good agreement with pre-
vious measurements.
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Instability of Inelastic
Shear-Thinning Liquids in a
Couette Flow Between Concentric
Cylinders
Circular Couette flow of inelastic shear-thinning materials in annuli is examined. The
curved streamlines of the circular Couette flow can cause a centrifugal instability leading
to toroidal vortices, well known as Taylor vortices. The presence of these vortices changes
the hydrodynamic and heat transfer characteristics of the processes at which this type of
flow occurs. Therefore, it is quite important to be able to predict the onset of instability.
Most of the available theoretical and experimental analyses are for Newtonian and vis-
coelastic (dilute polymeric solutions) liquids. In this work, the effect of the shear-thinning
behavior of high concentration suspensions on the onset of the Taylor vortices is deter-
mined theoretically by solving the conservation equations, constructing the solution path
as the inner cylinder speed rises and searching for the critical conditions. This procedure
avoids the need for a stability analysis of the flow and the solution of an eigenproblem.
The differential equations were solved by the Galerkin/finite-element method and the
resulting set of nonlinear algebraic equations, by Newton’s method.
@DOI: 10.1115/1.1760537#

1 Introduction
Circular Couette flow in an annulus occurs in many practical

applications, such as catalytic chemical reactors, filtration devices,
liquid-liquid extractors, journal bearings, and the return flow of
drilling mud between the rotating drill column and the stationary
wall in oil and gas well drilling. The pioneering work of Taylor
@1#, showed that the pure azimuthal flow, i.e. a Couette flow, can
evolve to a flow presenting recirculating vortex rings if the angu-
lar speed of the inner cylinder is above a critical value. This type
of flow transition is known as Taylor instability.

The flow pattern can drastically affect the transport processes
that occur in the applications mentioned earlier. In the case of
continuous reactors, the yield is maximized if mixing in the trans-
verse direction is large and in the longitudinal direction is small.
Therefore, the process can be optimized by using annular flow
through concentric cylinders rotating at angular speeds that Taylor
vortices are present. In the case of well drilling, the transport of
drilled cuttings, the diffusion of gas, and the build-up of mud cake
on the formation wall are all affected by the characteristics of the
flow between the rotating drill and the stationary bore hole wall.

The stability of Newtonian flow between concentric rotating
cylinders has been extensively studied in the past, beginning with
the pioneering work of Taylor@1#. The main goal was to deter-
mine experimentally and theoretically the critical operating con-
dition at which toroidal vortices appear at different flow configu-
rations. The critical conditions are usually reported in terms of a
critical Taylor numberTa[rv i r id/m, wherev i is the angular
velocity of the inner cylinder,r i its radius,d is the gap between
the two cylinders, andr andm are the liquid density and viscosity.
The experimental investigations consisted of flow visualization to
observe the different flow patterns. Important contribution were
presented by Gravas and Martin@2#; Andereck et al.@3# and Luep-
tow et al.@4#. Theoretical prediction of the onset of instability is
generally done by a linear stability analysis of the base flow,

which leads to an eigenvalue problem. The first contributions used
perturbation theory and were restricted to narrow gaps and axi-
symmetric disturbances. The methods were later extended to arbi-
trarily wide annular gaps. Important contribution were presented
by Chandrasekhar@5#; Diprima @6# and Lee@7#.

In many practical situations the liquid of interest is non-
Newtonian and its rheological behavior may alter the critical
speed at which the Taylor vortices appear. Muller et al.@8# ob-
served that the torque on the outer cylinder of a Couette rheometer
changed dramatically above a critical angular speed during simple
viscosity measurements of a Boger liquid, i.e. a dilute high mo-
lecular weight polymer solution. Shaqfeh@9# presented a complete
review of experimental and theoretical work on purely elastic Tay-
lor instability. For concentrated polymer solutions, Larson@10#
recognized that the critical Taylor number at the onset of instabil-
ity is determined by a combination of elastic and shear-thinning
effects. The effect of viscous heating on the stability of viscoelas-
tic Taylor-Couette flow has also been investigated recently~see
Al-Mubaiyedh et al.@11# and White and Muller@12#!.

Although some drilling muds may present elastic behavior,
most the water-based muds are a highly concentrated colloidal
suspension of clay, with strong shear-thinning behavior and neg-
ligible elasticity, well described by a Generalized Newtonian
Model with a Carreau viscosity function. Fewer studies have ad-
dressed the Taylor instability of an inelastic shear-thinning liquid.
Miller @13# extended the stability analysis for the case of an infi-
nitely thin annulus and non-Newtonian behavior described by a
Generalized Newtonian Model. For this limiting case, the shear
rate, and consequently the viscosity, is constant across the gap
between the two cylinders. Lockett et al.@14# used a finite ele-
ment code to determine the first bifurcation point for inelastic
liquids in thin and wide annuli. The shear thinning behavior was
described by the Power-law and Bingham models. These viscosity
functions have anomalous behavior as the shear rate approaches
zero, which may cause a problem when the non-Newtonian char-
acter is high or the gap between the cylinders is wide. The analy-
sis takes into account the radial variation of the effective viscosity.
The critical condition was determined by a linear stability analysis

*Corresponding author
Contributed by the Fluids Engineering Division for publication in the JOURNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
April 11, 2003; revised manuscript received January 5, 2004. Associate Editor: D.
Siginer.

Copyright © 2004 by ASMEJournal of Fluids Engineering MAY 2004, Vol. 126 Õ 385

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of the flow. At the bifurcation point the solution to the equations
of motion changes character and the Jacobian matrix becomes
singular.

The theoretical determination of critical Taylor number at the
onset of the instability for Newtonian, viscoelastic or inelastic
shear-thinning liquids leads to an eigenproblem. The evaluation of
the spectrum~leading eigenvalues! of the Jacobian matrix is not
simple.

In this work, the critical Taylor number for inelastic shear-
thinning liquids at different geometrical configurations, i.e. inner-
to-outer cylinder radius ratior i /r o and different rheological pa-
rameters is determined. The shear-thinning character of the liquids
was described by a Carreau model that avoids the anomalous be-
havior at low shear rates of the Power-Law and Bingham models.
An alternative approach to evaluate the critical Taylor number,
that avoids the solution of an eigenvalue problem, is proposed.
The flow conditions at the onset of the instability is determined by
tracking the solution path as the Taylor number rises and search-
ing for the value at which the growth rate of the velocity field on
the r 2z plane is maximum. At each flow condition, the system of
differential equation was solved by the Galerkin/finite-element
method. The resulting set of nonlinear algebraic equations is
solved by Newton’s method.

2 Mathematical Model
The configuration of the flow analyzed is shown in Fig. 1. The

inner cylinder has a radius equal tor i and it is rotating at a speed
of v i . The radius of the outer cylinder is equal tor o and it is
stationary. The gap between the cylinders isd5r o2r i . Most of
the papers presented in the literature assumed the annular space
infinitely long, i.e. end effects were neglected. To do this numeri-
cally, one possibility is to explore the flow periodicity and solve
for a finite domain with periodic boundary conditions. The short-
coming of this choice is the danger of obtaining solutions~e.g.,
vortex size! which depend and are modulated by the size of the
domain. To circumvent this problem, we chose to employ a long
but finite domain, with ‘‘extensions’’ at both ends, as illustrated in
Fig. 1~b!. The inner cylinder does not rotate in the extensions of
the domain, i.e., there is a velocity discontinuity atz50 andz
5L.

Each of the extensions of the domain have an axial length equal
to L/4, whereL is the axial length of the domain of interest.

The relevant dimensionless parameters for this situation are:

1. Radius ratio,P[r i /r o
2. Aspect ratio,G[L/d
3. Taylor number,Ta[rv i r id/m

The phase diagram of the flow states between infinitely long cyl-
inders, as a function of Taylor numberTa is sketched in Fig. 2.
The different flow states may be characterized by a norm of the
axial component of the velocity fieldivzi ~for example, the maxi-
mum absolute value of the axial velocity field!. At low Taylor
numbers, there is only one possible flow state, the trivial Couette
flow without vortices, and thereforeivzi50. At a critical Taylor
numberTa* , there is a bifurcation, and beyond that point, three
flow states are possible. The flow without vortices, i.e., the pure
Couette flow~with ivzi50), becomes unstable~dashed line on
the plot! and the stable states are those that contain recirculating
vortices~continuous lines on the plot!. Experiments have shown
that just beyond the onset of the instability, the vortices formed
are steady and axisymmetric.

The tactic used here to determine approximately the critical
Taylor number is to automatically construct a solution path as a
function of Taylor number by solving the complete momentum
and continuity equations for steady, axisymmetric flow and using
arc-length continuation. In the cases analyzed here, in which the
length of the annulus space is finite, end effects, characterized by
small vortices near the discontinuity of the angular speed of the
inner cylinder, are present. Because of these recirculations, even at
very small Taylor number, the norm of the axial velocity field will
not be exactly equal to zero. The expected solution path is also
sketched in Fig. 2~thinner continuous line on the plot!. It should
lie close to the stable branches of the diagram. Near the critical
Taylor number, it should show a sudden change in the norm of the
velocity field, an indication of the onset of instability, i.e., the
appearance of toroidal vortices.

2.1 Conservation Equations. The liquid motion is gov-
erned by the momentum and continuity equations for axisymmet-
ric and steady flows.
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The boundary conditions are:

Fig. 1 Geometrical configuration of flow between concentric
rotating cylinders

Fig. 2 Sketch of the phase diagram of the flow between con-
centric rotating cylinders. Continuous lines represent stable
branches.
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r 5r i ;0,z,L: u50, v50 and w5v i r i

r 5r i ;2L/4,z,0 and L,z,L1L/4: u5v5w50

r 5r o : u5v5w50

z52L/4 or z5L1L/4: u5v5w50

2.2 Non-Newtonian Model. As mentioned before, drilling
mud is well described by the Generalized Newtonian Model. In
this model, the stress tensort= is a non-linear function of the rate
of deformation tensor 2D= :

t=5h~ġ!2D= (5)

The viscosity dependence on shear rate can be represented by a
Carreau viscosity function:

h2h`

h02h`
5@11~lġ !2#~n21!/2 (6)

h0 is the viscosity at low shear rate,h` is the viscosity at high
shear rate,l is a time constant,n is the power-law index.ġ is the
deformation rate, and it is given by

ġ5A2trD= 25H 2F S ]v
]zD 2
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]z D 2

1S ]u

]z
1

]v
]r D 2

1S ]w

]r
2

w

r D 2G J 0.5

(7)

2.3 Solution of the Differential Equations. The set of dif-
ferential equations coupled with the constitutive model was solved
by the Galerkin/finite-element method. The velocity and pressure
field were represented in terms of basis functions:

u5(
j 51

n

U jf j ; v5(
j 51

n

Vjf j ; w5(
j 51

n

Wjf j and p5(
j 51

m

Pjx j

Biquadratic basis functionsf i were used to represent the velocity
field and piece-wise linear discontinuous functionsx i were used
to represent the pressure field. The corresponding weighted re-
siduals of the Galerkin’s method are:
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1
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]zDx i r uJ= udV̄; i 51, . . .m (11)

Once all the variables are represented in terms of the basis func-
tions, the system of partial differential equations reduces to simul-
taneous algebraic equations for the coefficients of the basis func-
tions of all the fields. This set of equations is nonlinear and sparse.
It was solved by Newton’s method, which requires the evaluation
of the full Jacobian matrix, viz.

CI ~k!5CI ~k21!1DCI (12)

J=DCI 52RI ~CI ! (13)

C= is the vector of the unknowns coefficients of the basis functions
for the velocity and pressure,RI is the vector of the weighted
residuals, andJ= is the Jacobian matrix of sensitivities of the re-
siduals to the unknowns:
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4
The evaluation of the Jacobian entries include the derivative of the
extra-stress components with respect to the coefficients of the ve-
locity field, which is a function of the expression used to represent
the viscosity dependence on shear rate, e.g.
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The iteration proceeded untiliDCI i1iDRI i,1026. At each New-
ton iteration, the linear system was solved using a frontal solver.

Newton’s method converges quadratically when the residual
norm is close to zero. In order to automatically construct solution
paths at rising Taylor number in an efficient way a pseudo-arc-
length condition method, as proposed by Bolstad and Keller@15#
was used. The step in Taylor number was automatically controlled
such that Newton’s method did not take more than six iterations to
converge.

The domain was divided into 480 elements~8 in the radial
direction and 60 in the axial direction!, which corresponded to
7,611 degrees of freedom. The elements were concentrated near
both cylinders. Increasing the number of elements to 1,080
~16,815 degrees of freedom! did not change appreciably the com-
puted solution path, and consequently the critical Taylor number
at each flow condition. Figure 3 shows the solution paths at radius
ratio P50.9 and Newtonian liquid computed with both meshes.

3 Results
The aspect ratio of the annular space was held constant atG

510 for all cases presented here. The critical Taylor number was
determined as a function of the radius ratio and of the rheological
properties of the liquid.

3.1 Newtonian Liquids. The solution path as Taylor num-
ber varies obtained at radius ratioP50.6 is shown in Fig. 4. Each

Fig. 3 Solution path computed with both meshes tested. The
results are virtually insensitive to the level of discretization.

Journal of Fluids Engineering MAY 2004, Vol. 126 Õ 387

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



flow state is characterized by the ratio of the norm of the axial
velocity field to the norm of the tangential velocity field
iVzi /iVui , defined as

iVzi /iVui5
( i 51

nodesuVzu i

( i 51
nodesuVuu i

(14)

At small Taylor numbers, the norm of the axial velocity field is
less than 1% of that of the azimuthal velocity. As mentioned be-
fore, the weak axial flow is caused by the small recirculation due
to the end effects. At Taylor number close to 70, there is a sudden
change on the growth rate of the norm of the axial velocity. This
behavior indicates the onset of instability and the appearance of
toroidal vortices. The critical Taylor number was chosen to be the
value at which the derivative of the norm ratio with respect to the
Taylor number is maximum, as illustrated in Fig. 4~b!. For this
situation, the critical Taylor number wasTa* 572.0. Figure 5
shows the evolution of the projection of the streamlines on ther
2z plane, i.e. the vortex pattern, near the edges of the annular
space as the Taylor number rises. The axial positionz5L corre-
sponds to the end of the rotating portion of the inner cylinder. At
Ta533.4, there is only a recirculating flow near the edge of the
annular space due to end effect. Far from the edges, there is no
evidence of recirculation pattern. At Taylor numbers larger than
the critical value, e.g.Ta580, the presence of Taylor vortices is
evident. The calculated aspect ratio of each recirculation cell was
h/d50.99 and agrees well with experimental measurements of
Taylor @1#.

A solution path similar to the one presented in Fig. 4 was con-
structed for Newtonian liquids at different radius ratiosP, and a
critical Taylor number was estimated at each condition. The re-
sults are summarized in Fig. 6. The critical Taylor number rises as
the gap between the two cylinders becomes narrower, i.e. as the

radius ratio is increased. The azimuthal flow in narrow gaps is
more stable than the flow in wide gaps between the two cylinders.
The plot also shows the critical Taylor number obtained experi-
mentally by different researchers and presented by Lueptow et al.
@4# and the critical Taylor number obtained by Recktenwald et al.
@16# using linear stability analysis. The agreement between the
predictions reported here and the linear stability analysis is excel-
lent. The maximum difference over the entire range of radius ratio
was 1.2%.

The excellent agreement between the predictions using the
simple approach described earlier in this work and the complete
linear stability analysis validates the use of this method to deter-
mine the critical conditions for non-Newtonian flows, which is
discussed next.

3.2 Shear-Thinning Liquids. In order to validate the pro-
cedure to determine the critical Taylor number for shear-thinning
liquids, the predicted critical condition atP50.95 for Carreau
model presented here are compared to those obtained by stability
analysis for Power-Law liquids, reported by Lockett et al.@14#.
Miller @13# showed that for infinitely thin annulus~P→1!, all
Generalized Newtonian Models are equivalent if their non-
Newtonian behavior is described by a parameter defined asDb
[d(ln h)/d(ln ġ). Figure 7 shows this comparison. The critical
conditions are represented by the definition of Taylor number used
by Lockett et al.@14#, i.e.TaL[r2v i

2r id
3/h2(ġc). The character-

Fig. 4 „a… Solution path for Newtonian liquid as Taylor number
rises. The radius ratio is PÄ0.6. The flow states are character-
ized by the intensity of the flow in the axial direction. „b… De-
rivative of the flow intensity in the axial direction with respect
to Taylor number. The critical condition is defined as the value
at which the derivative is maximum.

Fig. 5 Evolution of the vortex pattern as the Taylor number
rises above the critical value. The radius ratio is PÄ0.6.

Fig. 6 Critical Taylor number for Newtonian liquids as a func-
tion of the radius ratio PÆr i Õr o
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istic shear rate is defined asġc5v i r i /d. The results of the sim-
pler approach used here agree well with predictions obtained by
linear stability analysis.

The effect of the shear-thinning behavior of the flowing liquid
on the onset of Taylor instability was analyzed here by construct-
ing solution paths similar to those presented in Fig. 4 at different
rheological parameters of the Carreau viscosity function. The low
shear viscosity was held constant and equal toh050.004 Pa.s.
The predicted critical Taylor number at a radius ratio ofP
50.95 and different high-shear viscosityh` and power-law index
n is shown in Fig. 8. The Taylor number was defined in terms of
the low shear viscosity, e.g.Ta5rv i r id/h0 . At this radius ratio,
the critical Taylor number for Newtonian liquid wasTa*
5189.6. As the power-law indexn and the high-shear viscosity
h` fall, the onset of the Taylor instability occurs at lower inner
cylinder speed. In some cases, the critical speed can be close to
half of the speed at which the vortices would occur with Newton-
ian liquids. One possible explanation for the early onset of insta-
bility in the case of inelastic shear-thinning liquids is that the local
viscosity in regions of high shear rate can by much lower thanh0 ,
due to the shear-thinning behavior of the liquid. Because the vis-
cosity is a function of the shear rate, it is more appropriate to
define a Taylor number based on a characteristic viscosityhc
5h(ġc), called here the modified Taylor number,Tamod, and
defined as:

Tamod[
rv i r id

h~ġc!
(15)

The characteristic shear rate is defined asġc5v i r i /d. Figure 8
also presents the onset of the instability in terms of the critical
modified Taylor numberTamod* . If the shear-thinning behavior of
the liquid is taken into account on the definition of the Taylor
number, the variation of the critical value at the onset of Taylor
instability becomes much less sensitive to the rheological param-
eters. For the cases analyzed in this work, the maximum relative
variation of the critical modified Taylor number was approxi-
mately 9%. A similar approach was used by Ali et al.@17# when
studying the stability of a dilute suspension of rigid spherical par-
ticles in cylindrical Couette flow.

The effect of radius ratioP on the onset of the instability for
inelastic shear-thinning liquids is presented in Fig. 9 atl50.1 s,
h`50.01 and 0.001 Pa.s, and different values of the power-law
index. For wide gaps, i.e.P,0.8, the shear-thinning behavior of
the liquid does not affect the critical Taylor number for the param-
eter range explored here. The shear rates that occur in these cases
are low enough that the viscosity everywhere in the flow is ap-
proximately equal to the low-shear viscosityh0 . At a fixed radius
ratio, aboveP50.8, the critical Taylor number falls as the power-
law index decreases. The local liquid viscosity decreases as the
power-law index falls, and hence the flow is less stable, i.e. the
critical angular speed at the onset of the vortex formation falls. At
low power-law indexes, e.g.n50.4 andn50.6, the effect of the
radius ratio on the critical Taylor number is not monotonic. At
radius ratio larger thanP.0.9, the critical angular speed falls
with rising radius ratio. For Newtonian liquids, as the gap of the
annular space decreases, the flow becomes more stable. This ten-
dency is also observed in the case of shear-thinning liquids up to
a point. As the gap falls, the deformation rate in the flow rises and

Fig. 7 Comparison of Lockett’s critical Taylor number for in-
elastic shear-thinning liquids obtained in this work with those
predicted by linear stability analysis

Fig. 8 Critical conditions at the onset of the instability as a
function of the power-law index n and high-shear viscosity h` .
lÄ0.1 s and PÄ0.95. The results are also presented in terms of
a modified Taylor Number Tamod .

Fig. 9 Critical Taylor number as a function of the radius ratio
P and power-law index n . lÄ0.1 s. „a… h`Ä0.01 Pa.s and „b…
h`Ä0.0001 Pa.s.
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consequently the viscosity falls, making the flow less stable. The
competition between these two opposite effects explain the non-
monotonic behavior.

Again, if the onset of the instability is presented in terms of the
modified Taylor number, defined in Eq.~15!, the predictions of the
shear-thinning liquids are very close to that of the Newtonian
flow, as illustrated in Fig. 10.

The effect of the time constantl on the onset of Taylor vortices
in presented in Fig. 11. The radius ratio wasP50.95, the high-
shear viscosity wash`50.0001 Pa.s, and the power-law index
wasn50.8. The critical conditions are also presented in terms of
the modified Taylor number that takes into account the shear-
thinning behavior of the liquid.

In the analysis presented here, if the shear-thinning behavior of
the liquid is taken into account on the definition of the Taylor
number of the flow, the variation of the critical value at the onset
of the flow instability becomes much less sensitive to the rheo-
logical parameters. For the cases analyzed here, the maximum
relative variation of the critical modified Taylor number was ap-
proximately 9%. Therefore, for an estimation of the critical angu-
lar speed at which the azimuthal flow of inelastic shear-thinning
liquids between rotating cylinders becomes unstable, a modified

Taylor number, defined in terms of a characteristic viscosity, can
be used. The instability occurs at approximatelyTamod* 5Ta* for
Newtonian liquids.

4 Final Remarks
The onset of Taylor vortices that completely changes the flow

pattern between rotating concentric cylinders can affect the trans-
port phenomena that occur in many practical applications. Taylor
instability of Newtonian liquids has been extensively studied by
theory and experiments. Recently, the instability of viscoelastic
liquids flowing between rotating cylinders has received attention
in the literature. However, in many applications, the flowing liq-
uid is a suspension with shear-thinning behavior with no elasticity.
The analysis of the effect of shear-thinning behavior alone on the
Taylor instability is limited.

In this work, the critical operating condition at different geo-
metrical configurations and rheological parameters is determined
by tracking the solution path as the Taylor number rises and
searching for sudden changes on the axial and radial velocity
components. The simple procedure avoids the solution of eigen-
problems and proved to be accurate. The system of differential
equations that describes the flow is solved by the Galerkin/finite-
element method and the resulting set of nonlinear equation is
solved by Newton’s method. The results show that if the variation
of the viscosity is considered on the definition of the Taylor num-
ber, the critical Taylor number of Newtonian flow is a good esti-
mation for the onset of the instability.
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An Air Curtain Along a Wall With
High Inlet Turbulence
A downward blowing isothermal wall jet at moderate Reynolds numbers (1,500 to 8,500)
with significant inflow turbulence (ca. 6%) was investigated. The flow configuration is an
idealization of the air curtains of refrigerated display cases. Flow visualization using
particle seeding was employed to identify the flow field eddy dynamics. Particle Image
Velocimetry was used to examine the velocity fields in terms of mean and fluctuating
values. These diagnostics showed that the air curtain entrainment was dominated by a
large variety of eddies that engulfed ambient air into the air curtain. The velocity fields
generally showed linear spreading, significant deceleration and high turbulence levels
(ca. 25%). It was observed that the air curtain dynamics, velocity fields and growth were
not significantly sensitive to Reynolds number variation between Re53,800 and
Re58,500. However, at low air velocities (Re51,500), the curtain was found to detach,
leading to a large air curtain thickness and high curtain entrainment.
@DOI: 10.1115/1.1758265#

Introduction
Refrigerated air curtains are used on supermarket display cases

to keep ambient air from entering the case. According to some
estimates, 75% of the refrigeration load comes from air curtain
entrainment@1#, although some energy calculations done by the
refrigeration industry have put the air curtain entrainment contri-
bution as high as 90%. In addition to the sensible and latent heat
load, the humidity of the entrained air accelerates the frosting on
the evaporator coils, making entrainment critical to minimize for
overall system performance. Therefore, understanding the devel-
opment of the basic flow pattern, an isothermal wall jet, can pro-
vide critical information to help reduce the energy load on display
cases.

Air curtain entrainment in display cases results from the shear
layer mixing between the quiescent ambient room air and the
refrigerated air curtain. The air curtain tends to ‘‘ride’’ along the
front of the products, and is supported by flow through a porous
wall at the back of the refrigerator case, such that the flow is
approximately a planar wall jet. It should be noted that while the
reduced density associated with refrigeration can cause some flow
modification, the isothermal condition is a reasonable first ap-
proximation since the flow is momentum dominated, i.e. typical
air curtains are characterized by Richardson numbers much less
than unity@2#.

For wall jets, the Reynolds number can be defined based on the
height of the curtain inlet,H, as follows:

Re5
Vjetr jetH

m jet
(1)

In equation~1!, Vjet is the mean stream-wise velocity of the initial
curtain andr jet andm jet are the density and viscosity of the initial
curtain air respectively.

Previous Studies on Air Curtains and Wall Jets. Based on
the typical jet flow rates, the Reynolds number based on curtain
inlet height is about 5,000 and the typical curtain lengths are about
ten jet widths@2#. Thus, air curtains tend to reside in the transi-
tional flow regime: not fully-developed turbulence, but not a lami-
nar flow either. In addition, it should be noted that the initial
turbulence levels at the beginning of the air curtain are typically

high, e.g. 6%@2#, since previously studied wall jets at this Rey-
nolds number are restricted to low inflow turbulence intensity~ca.
,1% or less!.

Typically, previous studies of air curtains have only focused on
case-specific configurations and have been applied investigations,
i.e. a fundamental flow description was not their objective. For
example, George and Buttsworth@3#, conducted experiments and
simulations which included models for components such as fans
and the evaporator coils. Characterization of entrainment by tem-
perature measurements at various distances along the curtain in-
dicated that the simulations of the amount of entrainment in the
air curtain were underpredicted by the laminar model and over-
predicted by the turbulent model. This was attributed to the air
curtain being in the transitional flow regime and little information
was available concerning the velocity distribution details. Simi-
larly, Cortella et al.@4# examined air curtain flows but experimen-
tal measurements were again limited to temperature distributions
~no velocity measurements were performed!.

In general, when velocity measurements have been performed
for air curtain flows, the flow diagnostic techniques employed did
not allow for high enough resolution to characterize the quantita-
tive velocity profiles and turbulence levels. One exception to this
is the study by Navaz et al.@5# which employed Particle Image
Velocimetry ~PIV! to validate a computational simulation of re-
frigerated display case. Small parametric variations of initial air
curtain temperature and speed were performed on the display
case. A qualitative comparison was shown between the experi-
mentally measured mean velocity profiles and the calculated pro-
files. However, the experimental uncertainty of the velocity mea-
surements was too high to quantitatively report distributions of
turbulence levels. In addition, the geometry employed in the ex-
periment and in the computational model was complex and spe-
cific to a particular display case model~as is the case in the above
studies!, such that it was difficult to develop a fundamental under-
standing of the underlying fluid physics of air curtains in general.

There are a few fundamental wall-jet studies that are relevant to
the simplified air curtain geometry. Bajura and Catalano@6# pro-
duced dye streak visualization and hot-film anemometry measure-
ments of low Reynolds number transitional wall jets in a water
tunnel with a low turbulence inflow. The natural transition of these
low Reynolds number wall jets (Re5200 to 600! was found to
pass through five stages, starting with the formation of vortices on
the outer shear layer, the pairing of these vortices, and the jet
detaching from the wall as a result of these vortex pairings. After
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detachment, three-dimensional turbulent structures were present
and then the upstream flow was again made laminar and reat-
tached, until another vortex pair occurred.

Shih and Gogineni@7# also documented low Reynolds number
wall jet dynamics, this time with an acoustically forced air jet at a
Reynolds number of 1,000. It was found that the vortices pair and
eject in a similar manner to the above studies, causing an imme-
diate transition to turbulence. By adjusting the forcing frequency,
the separation length between the vortex pairs could be controlled
to reduce or increase the vortex interaction.

Hsiao and Sheu@8# documented the wall jet transition from
laminar to turbulent at different Reynolds numbers by investigat-
ing water jets of varying Reynolds number, from Re5300 to
30,000. Transition was shown to occur when small perturbations
in the outer layer of the wall jet grow into vortices. For the range
of Reynolds numbers between 1,500 and 5,000, the primary insta-
bility was found to have a length scale on the order of the nozzle
width and caused a strong interaction between the inner and outer
layers. This is when the turbulence levels in the inner layer can
surpass those of the outer layer. Although this study included Rey-
nolds numbers typical of air curtains, only low inflow turbulence
levels (,0.7%) were considered, whereas the turbulence levels of
refrigerated air curtains typically are significantly higher.

Study Objective. The above studies indicate that no detailed
flow visualization and velocity experiments have been conducted
for wall-bounded air curtains at the Reynolds number and stream-
wise distances typical of refrigerated display cases with high in-
flow turbulence levels. The object of this study was to study the
dynamics and development of transitional planar isothermal wall
jets with uniform initial mean jet velocity and high initial turbu-
lence. As such, the display case air curtain was simplified to a wall
jet to retain the general properties of the curtain while eliminating
case-specific issues particular to each manufacturer. The high ini-
tial turbulence levels, which result from the design of the display
cases, are retained in order to allow relevance to display case
flows ~and contrast with the previous fundamental wall jet studies
of low inflow turbulence!. High resolution non-intrusive Particle
Image Velocimetry measurements of the air curtain were per-
formed to obtain detailed statistics of the air curtain development.
In addition, flow visualization of the curtain interface was used to
provide dynamic illustrations of the physics inside the curtains.
Reynolds numbers from 1,500 to 8,500 were investigated, which
covers the applicable ranges for most refrigerated display case air
curtains.

Methods

Flow Facility. While a conventional display case was em-
ployed to ensure relevance, several modifications were made to
create a more fundamental flow field. The air curtain is created by
forcing air in the duct at the top of the case into a deflector turning
the flow downward through a honeycomb to produce the initial
velocity profile. The case schematic is shown in Fig. 1. Note that
thex direction is oriented downwards along the jet. A new deflec-
tor was made to produce a more uniform velocity profile, elimi-
nating case-specific features of the air curtain, while retaining the
characteristic high inflow turbulence levels. The height of the cur-
tain inlet,H, was 120 mm wide. To create a wall jet configuration,

a wall was mounted to the front of the shelves to idealize the front
of the products in a fully stocked case. The capture area of the
case atx/H513 was widened so as to minimize return configu-
ration effects. Finally, one of the side walls of the case was re-
placed by a plexiglass window to enable visibility along the air
curtain. A photograph of the lab set up can be seen in Fig. 2.

The air curtain speed was varied by changing the blades of the
two fans that provided the circulation of air through the case.
Three different pairs of fan blades were available of the same
diameter but with different cambers. The fan blades provided
commercially with the case produced the fastest flow, and are
called the ‘‘high-speed’’ fans. The two other sets of fan blades
produced successively slower curtains, and are called ‘‘medium-
speed’’ and ‘‘low-speed’’ fans. To achieve slower flow with the

Fig. 1 Idealizations made to the display case

Fig. 2 Photograph of laboratory showing display case, lasers,
camera and computer for PIV collection

Table 1 Curtain Reynolds numbers of different test condi-
tions.

Test Condition Reynolds Number

One low-speed fan 1,500
Two low-speed fans 3,800
One high-speed fan 4,600

Two medium-speed fans 7,600
Two high-speed fans 8,500
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low-speed and high-speed fans, one of the fan motors was discon-
nected. The curtain Reynolds numbers resulting from these test
conditions are shown in Table 1.

Velocimetry Measurements and Flow Visualization. Par-
ticle Image Velocimetry~PIV! consists of a double-pulsed laser
sheet illuminating the cross section of a seeded airflow. A cross-
correlation digital camera takes two pictures of the illuminated
seed particles in quick succession and correlates the differences in
particle position to calculate a two-dimensional velocity vector
field, using a LaVision system. Trace particle seeding of the air
flow was accomplished with 30mm glass particles, Microspheres
by 3M. For PIV measurements, both the air curtain~by injection
upstream of the deflector! and the ambient air~by a distributed
external release! were seeded uniformly@2#. For visualization of
the air curtain interface, only the air curtain was seeded~however
the technique used the same camera and lasers as in the PIV
setup!. The Stokes number of these seed particles was calculated
to be sufficiently small (!1), allowing the particles to faithfully
adjust to changes in the flow velocity. A cross-correlation PIV
calculation was used, as is discussed by Keane and Adrian@9#.

Since the curtain length was larger than the field of view of the
camera, several fields of view were taken to cover the entire cur-
tain. For each field of view, 500 cross-correlation images were
taken to ensure the quality of the velocity statistics. This produced
500 vector fields at each location along the curtain. In the PIV
vector calculation algorithm, if a sufficient number of particles
were not found within the interrogation spot a vector could not be
computed for that point, in which case, that point was omitted
from both the average and the fluctuation calculations. Mean ve-
locity profiles were produced by time-averaging 15 horizontal
rows of velocity vector data, centred about the row of interest.
Turbulence statistics were calculated by averaging a the deviation
from the mean using a nine-point stencil around the vector of
interest.

The curtain thickness,d(x), was defined from the velocity pro-
files as the y distance~from the wall! where the streamwise ve-
locity reduced to 25% of the maximum streamwise velocity, i.e.
d(x)5y occurs atVx(y)/Vx,max50.25. The curtain thickness was
then normalized by the curtain inlet height,H. The velocities
were normalized byVjet , which was defined herein as the average
streamwise velocity at the downstream locationx5H.

Results

Flow Visualizations. From the flow visualization, the pri-
mary trend in the curtain development is a growth of curtain width
and eddy sizes as the flow proceeded from the jet exhaust at the
top of the curtain to the return vent at the bottom. The shear layer
interface is dominated by strong vortex structures that can be seen
as combinations of protrusions and indentions forming a wave
pattern along the outer layer of the curtain. Figure 3 is a simplified
sketch of the observed curtain eddies from the visualizations of
the curtain interface, which~as will be shown! was more repre-
sentative of a shear-layer interface than a boundary-layer inter-
face. It is inside the indentations that the ambient air primarily
gets engulfed and entrained into the curtain.

Figure 4 is a typical instantaneous particle flow visualization
from the Re53,800 air curtain at two streamwise locations. The
streamwise development of the curtain and the eddy sizes of the
entrainment process can be qualitatively seen from the images. As
the curtain progresses downward, both the curtain thickness and
the eddies grow. At the top of the curtain, the curtain thickness is
roughly the same size as the curtain inlet,H, and the eddies along
the curtain interface are a variety of sizes, as large asH but
typically smaller. Atx/H52, a protrusion-indentation combina-
tion can be clearly seen engulfing ambient air. Byx/H57, the jet
width and the most discernable eddy structures are visibly larger,
with a large protrusion visible atx/H57.5. These eddies are ex-
pected to stem from a combination of two sources: the shear in-

terface instability~as in Kelvin-Helmholtz waves! and the internal
turbulence of the exiting jet. As will be shown later, the initial
curtain turbulence is quite high and thus may serve as a primary
driver of the edge instabilities in a similar manner to the acousti-
cally forced wall jets of@7#.

Figure 5 shows an animation sequence from the particle visu-
alization of the Re53,800 air curtain near the inlet. The develop-
ment of a variety of eddies can be seen along with the engulfment
of ambient air into the curtain in a broad range of structure length
scales. Certain features are followed as they move down the cur-
tain, indicated by numbered arrows. Features 1 and 3 are both
indentations that move with the curtain, growing and deforming as
they move through the field of view. Feature 2 is a protrusion that
has deeply penetrated the ambient air and is moving much more
slowly than the interior of the air curtain. In fact, the feature
actually moves slightly upstream in the latter part of the sequence.
This is consistent with velocity measurements~discussed in the
next section! which show that there is significant negative and
positive vertical velocity fluctuations far from the wall, i.e. high
rms and a low mean aty.d. The complexity in the flow visual-
izations suggests a highly nonlinear flow as compared to the nu-
merical simulations of@4# and @10# which found no significant
eddies until approximatelyx/H58 at similar Reynolds number
curtains. However, neither study included high initial turbulence
levels. From these visualizations of the flow, it was noted that the
entrainment is dominated by vigorous and unsteady eddy engulf-
ment of ambient air into the curtain indentations by the eddies.

For the Reynolds number 3,800, 4,600, 7,600, and 8,500 air
curtains, there were no significant qualitative differences in the
overall flow character~in terms of either spatial development or
structure dynamics!. As will be demonstrated by the velocity sta-
tistics, the curtain growth and non-dimensional turbulence levels

Fig. 3 Sketch of curtain edge showing basic eddy features
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are the same for these curtains. However when the curtain Rey-
nolds number was reduced to 1,500, the curtain dynamics changed
dramatically. At Re51,500, the curtain would not stay continu-

ously attached to the wall, typically pulling away and thus spilling
and recirculating into the ambient field. At some times this detach-
ment would occur rapidly, within one or two inlet heights of the

Fig. 4 Particle visualizations from Re Ä3800 curtains
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inlet, and at other times detachment would be delayed, not occur-
ring until x/H54 or even further downstream. Figure 6a shows a
sample flow visualization near the inlet of the Re51,500 curtain
during a period of delayed detachment when the curtain remained
attached to the wall for at least two inlet heights downstream. A
small eddy can be seen atx/H51 engulfing ambient air, but the
inflow does not indicate high unsteadiness at this instant. Figure
6b shows an image taken when the curtain rapidly detached from
the wall with the location of detachment indicated by an arrow.
More dramatic engulfment structures can be seen on the outer
edge of the curtain, suggesting that the instantaneous inflow dis-
turbances were higher than that found in Figure 6a. In fact, even
minor physical interactions with the curtain~e.g. aty;2d) could
cause the curtain to detach further upstream at this Reynolds num-
ber, indicating a high sensitivity to instabilities at this condition.

Similar detachment of a wall jet has been previously observed
by Bajura and Catalano@6# but at lower Reynolds numbers~200-
800! with negligible inflow turbulence. This study determined the
detachment to be a result of the vortex pairing between the outer
and inner layers at moderate Reynolds numbers. In particular, the
sketch produced in Figure 8 of Bajura and Catalano shows the
pairing of inner and outer vortices and subsequent ejection of the
vortices from the jet. This process is similar to the detachment
process observed in the current study, but herein a greater range of
scales and flow complexity was generally noted. Detachment of a
wall jet was also photographed in Fig. 3 of Shih and Gogineni@7#
of an acoustically forced wall jet of Re51,000, where the wall jet
detachment occurred aroundx/H of 4. Similarly, the present study
indicated outer layer vortices which quickly formed on the edge of
the curtain at Re51,500~Figs. 6a and 6b) for both the cases of
rapid detachment and delayed detachment. This indicates that the
high inflow turbulence associated with the current flow act similar
to the acoustic forcing. In summary, the present wall jet had a
lower limit of curtain velocity below which attachment and cur-
tain integrity could not be ensured.

Velocity Measurements. Figure 7 is a false-color composite
of the time-averaged streamwise velocity contours for the Re
58,500 curtain. The qualitative curtain growth can be seen as the
high-velocity core gradually decays and the momentum spreads as
it progresses downward. Thus the mean momentum of the flow is
continuously diffused outward. All of the air curtains from Re
53800 to Re58500 developed in a similar fashion.

From these time-averaged velocities, the streamwise velocity
profiles normalized by the mean velocity of that curtain,Vmean,
were obtained at variousx/H locations down the curtain. Figure 8
shows the initial velocity profile and initial turbulence levels at
x/H51 for an air curtain of Re54,600. The initial turbulence
levels inside the curtain are about 6%, which is much higher than
most unforced wall jets. The peak turbulence location coincides
with the location of maximum mean velocity shear as is typically
found for wall jets. Figure 9a shows the quantitative velocity
profiles for the Re54,600 curtain. As the velocity profiles widen,
the peak velocity decreases, and the diffusion rate increases lin-
early with x/H. This appears qualitatively consistent with the ve-
locity profiles reported by Hsiao and Sheu@8# for Re53,770. For
all of the curtains within Reynolds numbers of 3,800 to 8,500, a
similar profile evolution of the curtain momentum was obtained as
will be shown later. This indicated a relatively weak dependence
on Reynolds number for this regime.

Figure 9b shows the average velocity profiles for a Re51,500
curtain that rapidly detached. Atx/H51, the curtain is not com-

Fig. 5 (a–f …: Sequential particle visualizations of the Re Ä3800
curtain with an inter-frame time interval of 0.133 sec. Moving
flow features are labeled.

Fig. 6 Particle visualizations from inlet of Re Ä1,500 curtain
with a… delayed and b… rapid detachment

Journal of Fluids Engineering MAY 2004, Vol. 126 Õ 395

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



pletely detached, but byx/H52.2, the effect of detachment can be
clearly seen. Further down the detached curtain,x/H.4, the
streamwise velocities taper off to yield nearly stagnat conditions
along the wall (y/H,0.5) and the peak velocity location is at a
large transverse distance. Thus the curtain integrity was com-
pletely lost.

As mentioned above, the profile evolution for Re of 3,800 to
8,500 is similar. Figure 10 shows the average velocity profiles for
all of the curtains at the downstreamx/H55 location. The simi-

larity of the velocity distributions indicates that the non-
dimensional rate of momentum diffusion is approximately con-
stant within this range of Reynolds numbers for the curtain. This
similarity continued at all downstreamx/H locations. The Re
51,500 curtain, which was detached from the wall, is the excep-
tion.

In Fig. 11, a plot of the downstream turbulence levels for the
Re53,800 curtain is presented. The turbulence levels inside the

Fig. 7 Streamwise velocity contours for Re Ä8,500 curtain
where highest velocities are red and lowest are black

Fig. 8 Initial streamwise velocity and RMS velocity profiles for
x ÕHÄ1 for ReÄ4600 curtain

Fig. 9 Evolution of streamwise velocity profiles for
a… ReÄ4600 and b… ReÄ1500 curtains
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curtain are around 10%~with the some peaking near the wall! and
these levels are highest~up to 25%! in the mixing region~near
y/H51). These peak locations are consistent with the regions of
maximum velocity gradient observed in the mean velocity statis-
tics away from the wall, and show that significant mixing with the
ambient flow was occurring. As noted previously, the magnitude
of the turbulence intensity levels is much higher than typically
observed in fully developed wall jets or modelled in numerical
simulations. These high values of turbulence intensity are attrib-
uted to the high initial turbulence values of the air curtain not
present in other studies. Indeed, the forced wall jet study of Gog-
ineni et al.@11# used a forcing intensity of 6% to obtain phase-
locked results. This indicates a similarity between the present inlet
turbulence and the forced wall jets. In addition, that while the
turbulence near the wall shows some peaking~as in boundary-
layer flows!, the free-shear layer dynamics tend to dominate the
bulk of the flow, and in particular the entrainment near the curtain
edge.

Using the average velocity profiles, values for the curtain thick-
ness,d(x), were calculated as shown in Fig. 12. For the Re
51,500 curtain, the curtain thickness for both the rapid and de-
layed detachment cases are plotted separately, but both cases in-
dicate rapid thickening as compared to the other higher Re cases.
Downstream ofx/H54, the detachment was too severe to allow
quantification of the curtain thickness. As expected from the ve-
locity profiles shown in Figure 10, the curtain thicknesses for the
curtains with Re53,800 through 8,500 grew at the same rate,

although some deviation was noted at the most downstream loca-
tions where there was a tendency for the large Re cases to have
somewhat largerd values.

As such, the air curtain dynamics and momentum distribution
in the Re53,800 to 8,500 range are not largely affected by the
Reynolds number of the air curtain. This is significant because the
mass entrainment rate is proportional to the curtain speed, so by
slowing the curtain, the rate of entrainment of the ambient humid
air can be linearly decreased. Therefore, one way to minimize the
thermal entrainment~and the associated energy losses! is to re-
duce the jet velocity~and thus Re!, but only in the regime where
attachment can be ensured.

Conclusions
An air curtain from a refrigerated display case was simplified as

an isothermal wall jet to examine the basic fluid dynamics at work
in the Re51,500 to 8,500 range typical of such air curtains. The
curtain entrainment was seen to be dominated by eddy engulfment
of ambient air. The eddies were primarily attributed to two
sources, the initial high turbulence in the jet exhaust and the shear
layer instabilities of the air curtain. The thickness of the air curtain
was calculated from the velocity profiles and was found to grow
roughly independent of Reynolds number for Reynolds numbers
from 3,800 to 8,500. However, detachment of the air curtain from
the wall was observed to occur for the Re51,500 curtain. This
was similar to the detachment process previously observed in
laminar wall-jets as well as in acoustically driven turbulent wall-
jets. This indicates a lower limit of the present air curtain velocity
exists below which air curtain integrity can not be ensured, at least
at these high inflow turbulence level conditions.

Fig. 10 Streamwise velocity profiles for curtains at x ÕHÄ5

Fig. 11 Evolution of turbulence intensity levels for Re Ä3800
curtain

Fig. 12 Curtain thickness development for curtains
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Experimental and Numerical
Study of Shock Wave Interaction
With Perforated Plates
The flow developed behind shock wave transmitted through a screen or a perforated plat
is initially highly unsteady and nonuniform. It contains multiple shock reflections and
interactions with vortices shed from the open spaces of the barrier. The present paper
studies experimentally and theoretically/numerically the flow and wave pattern resulted
from the interaction of an incident shock wave with a few different types of barriers, all
having the same porosity but different geometries. It is shown that in all investigated cases
the flow downstream of the barrier can be divided into two different zones. Due immedi-
ately behind the barrier, where the flow is highly unsteady and nonuniform in the other,
placed further downstream from the barrier, the flow approaches a steady and uniform
state. It is also shown that most of the attenuation experienced by the transmitted shock
wave occurs in the zone where the flow is highly unsteady. When solving the flow devel-
oped behind the shock wave transmitted through the barrier while ignoring energy losses
(i.e., assuming the fluid to be a perfect fluid and therefore employing the Euler equation
instead of the Navier-Stokes equation) leads to non-physical results in the unsteady flow
zone.@DOI: 10.1115/1.1758264#

1 Introduction
It is well known that different ducts and channels act as a struc-

tured wave-guide. When such channels lead to protected area or
objects it is possible to reduce the pressure acting on them by the
colliding shock wave. This pressure reduction can be achieved by
introducing various types of barriers inside the channel, before the
protected objects, e.g., perforated plates and/or screens. When a
planar shock wave collides, head-on, with an obstacle two pro-
cesses take place simultaneously. One part of the shock wave is
reflected head-on from the obstacle, whereas the other part is
transmitted through the open parts of the obstacle. The first pro-
cess is usually referred to asshock wave reflectionfrom the ob-
stacle and the second one asshock wave diffractionthrough the
obstacle generating a nonsteady flow behind it. The resulted wave
pattern depends on the strength of the incident shock waveM s,
and on the relative area blockage~or porosity,«! caused by the
barrier«5Aop/Atot , whereAop is the cross section of the duct that
is open to the flow andAtot is the total cross section of the duct.
By proper choice of the barrier geometry one can control the
strength of the transmitted shock wave. While this idea is em-
ployed for protection against both accidental and planned explo-
sion~Lind et al.@1#! the initial unsteady flow developed inside the
duct, behind the transmitted shock wave, is not fully understood.
In the case of a slit-like obstacle~e.g., a plate blocking part of a
two-dimensional duct, like the one shown schematically in Fig. 1!,
the starting flow developed behind the transmitted shock wave is
similar to that obtained while passing through a very short, rough
converging-diverging nozzle; Franks@2#. As shown subsequently

an important feature in such transient flows is the free jet gener-
ated by the flow expansion and subsequent separation that take
place downstream of the barrier/nozzle exit plane.

The present paper has three different goals. First, and foremost,
is a detailed study of the unsteady flow developed behind a trans-
mitted shock wave that resulted from head-on collision of an in-
cident shock wave with a slit-like barrier, e.g., the one shown in
Fig. 1.

The second goal is answering the question: is it acceptable to
model the flow as being inviscid and nonconductive as was done
in Britan and Vasiliev@3# and in Igra et al.@4,5#?

The justification for employing this assumption is that in such
short flow duration the amount of energy losses due to friction
~viscous losses! and heat transfer is negligibly small in compari-
son with the flow kinetic energy. For assessing the importance of
these loss mechanisms on the starting-flow developed behind the
transmitted shock wave; in the present study the flow simulation is
conducted twice. First, by modeling the flow as being inviscid
~Euler equations! and thereafter, solving the real flow, i.e., being
viscous and heat conductive~Navier-Stokes equations!. Compari-
son is made between the two numerical solutions and experimen-
tal findings.

The third goal is to extend the model proposed for a slit-like
barrier to barriers of different geometries, for example those
shown in Fig. 2. While doing so attention is given to the following
important features of the transient pressure field:

1. The distance effect~pressure traces were recorded at differ-
ent distances downstream from the barrier!.

2. The time effect~how pressures change behind the transmit-
ted and thereafter, behind the reflected shock wave as they
pass the recording pressure transducers!.
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3. The geometrical configuration~variations in the pressure
amplitude associated with changes in the geometry of the
open spaces of the barrier!.

Porous plates with a single rectangular or circular hole were
tested as well as perforated plates having different hole’s spacing
and holes number. However, all tested plates had the same poros-
ity («50.4).

2 Theoretical Background

2.1 The Flow Field. Numerical simulations were conducted
for the flow developed inside the conduit shown in Fig. 1. This is
a 2-D flow; a flow between two parallel plates inside which a
slit-like barrier is installed. This barrier blocks 60% of the flow
cross-section area, i.e., it results in a porosity of«50.4. Pressure
histories were calculated along the conduit top and bottom walls.

2.2 Governing Equations. The governing, 2-D equations,
expressing conservation of mass, momentum and energy are given
in ~1!–~3!. These are known as the Navier-Stokes equations. Once
the viscous and heat transfer term are eliminated the set reduces to
the Euler equations, which are the governing equations for the
perfect gas case.

r t1¹•~rV!50 (1)

~rV! t1¹•~rVV !1¹p5¹tI (2)

Et1¹•~~E1p!V!5~¹tI!•V1S1¹•~ k̂¹T! (3)

Here the specific total energy,E, is given by

E5
1

p~g21!
1

1

2
rV2

The gas is assumed to behave as a perfect gas, i.e., it has a simple
equation of state, p5rRT.

For a two-dimensional flow of an ideal gas, having a velocity
vector V5(u,v), the friction force,¹ẗ, and the irreversible en-
ergy dissipation S are expressed as follows:

¹ẗ5
1

3 S 6~mux!x13~m~uy1vx!!y22~m~ux1vy!!x

3~m~uy1vx!!x16~mvy!y22~m~ux1vy!!y
D
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m

3
@2~ux2vy!212~ux
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The effective viscosity and thermal conductivity,m andl, are
composed of the molecular part (mm and lm) and the turbulent
part (mT andlT) as follows:

m5mm1mT ; l5lm1lT ;

lm5
mm

~g21!Pr
; lT5

mT

~g21!PrT

The molecular viscosity is given bymm5m0(T/T0)0.85 where
m0 is the viscosity at a reference temperatureT0 . The turbulent
viscosity can be expressed in term ofk and « as mT

5rCmk2«21. Herek expresses the kinetic energy in the turbulent
flow and« is the energy dissipation rate.

The specific values ofk and« are obtained from the solution of
the following two equations:

~rk! t1¹•~rkV!5¹•~mk¹k!1rCmS
k2
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For details see Launder and Spalding@6#. The following con-
stants were used in the present solution of~1!–~5!:

Cm50.09, C«151.5, C«251.9,

sk51, s«51.3, PrT50.9.

It was noted by Baldwin and Lomax@7# that in vicinity to the
conduit’s wall ~4! and ~5! provide wrong values fork and «.
Therefore, in these regionsk and « were evaluated using the
model proposed by Cebeci and Smith@8# with Baldwin and Lo-
max modification@7#.

2.3 Boundary and Initial Conditions. In the Euler Eqs.
~1!–~3!, the slip boundary condition (un50) was used along all
conduit walls. In the Navier-Stokes equations~1!–~5!, which was
used only for solving the flow downstream of the slit-like barrier,
zero slip conditions for the gas velocity along the walls was im-
posed. The viscous stress normal to the conduit wall is related to
the pressure gradient via the relation]p/]n5(¹• ẗ)n . The heat
flux to the wall was set to zero, i.e., treating the flow as being
adiabatic:]T/]n50.

The initial gas pressure prior to the arrival of the incident shock
wave is set at 1 bar~air, g51.4). The pre-shock channel wall
temperature, as well as that of the undisturbed air is set at 298 K.
Initial density and sound speed are denoted asr0 and a0 . The
initial turbulent backgroundk51024a0

2, mT52.25mm . In all
computations, the incident shock wave Mach number is 1.435.

3 Numerical Method
W-modification of Godunov’s scheme for a system of conser-

vation equations which employs the flux-corrections at the 2-D
stencil has been used in the present numerical calculations. In the
following only the general idea of the scheme is described. More
details can be found in Vasiliev@9#. Consider a system of hyper-
bolic equations written in a conservative form:

]v

]t
1

] f ~v!

]x
1

]g~v!

]y
50, (6)

wherev(x,y,t) is anm-component vector andf (v) andg(v)
are the vectors of the fluxes. Then, the first-order Godunov
scheme applied to the modified equation:

Fig. 1 Schematic description of the investigated 2-D conduit

Fig. 2 Geometry of perforated barriers used in the shock tube
experiments „all have the same porosity «Ä0.4…
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]v

]t
1

] f ~v1a!

]x
1

]g~v1b!

]y
50,

provides a second-order-accurate in space and in time solution
of equation~6! if

a5
Dx

2
sgn

] f ~v!

]v

]v

]x
1

Dt

2

]v

]t

and

b5
Dy

2
sgn

]g~v!

]v

]v

]y
1

Dt

2

]v

]t

The nonlinear approximation of the termsa and b during the
numerical solution is performed using a W-stencil with orientation
depending on the flow velocities~i.e. eigenvalues of the matrices
] f (v)/]v and]g(v)/]v).

This scheme was modified to solve the Navier-Stokes Eqs.~1!–
~5! using a splitting method. The viscous terms were approxi-
mated using an explicit scheme with central differences in space
and a two-step Runge-Kutta method in time. The stiff source
terms ink-« Eqs.~4! and ~5! were approximated using an expo-
nential interpolation in time. At high turbulent viscosity one time
step Dt for solving the inviscid gas equations included several
sub-steps to account for the viscous contribution during the split-
ting procedure. The same procedure was applied to the heat trans-
fer term in the energy Eq.~3!; the number of the required sub-
steps was estimated for stability of the marching method.

4 Numerical Results

4.1 The Transient Flow, Predictions of the Inviscid Solu-
tion. The main objective of this section is to study the flow
patterns observed during the starting flow downstream from the
barrier. Simulations are conducted for four different variants of
the square computational grids. Resulted flow pictures are pre-
sented in Fig. 3 by lines of constant density~isopycnics!. The
value Ny appearing on top of each drawing indicates the size of
the vertical grid. It corresponds to either 1, 3, 6, or 10 cells per 1
mm of length. The density step in these figures isDr50.33r0 . At

t50 the front of the incident shock wave coincides with the flow
entrance to the barrier, the barrier’s thickness is 2 mm. In the
observed time (t5340ms) the diffraction of the incident shock
wave over the barrier was completed. The flow in the considered
stage shows the appearance of a secondary upstream-facing shock
wave, which matches between the high Mach number and low
pressure downstream of the barrier and the lower velocity and
high pressure prevailing behind the transmitted shock@3#.

The next important detail, which is clearly visible in the flow
pattern, is a jet stream. It is essentially unsteady and composed of
numerous small vortexes, which appear at different locations on
each of the simulations shown in Fig. 3. These vortexes interact
with the secondary shock wave and give rise to a series of weak
shocks directed towards the jet. Such new interactions increase the
jet instability, which in turn generates oscillations in the flow vari-
ables over the whole flow field downstream the slit-like barrier.
Close inspection of their amplitude shows that peak oscillations
are observed in vicinity of the leading part of the jet, in the flow
region close to the secondary shock wave. Spectral analysis re-
veals a decrease in their frequency and an expansion of the fre-
quency band with reduction in the mesh size. These observations
support a turbulent nature of the flow pattern shown in Fig. 3.
Judging from this figure it is apparent that the smaller the mesh
size ~larger Ny) is, the higher is the resolution of the simulated
flow in vicinity to the jet stream and shock waves. Since the
number and the dimension of these details depend on the mesh
size any attempts to resolve accurately the phenomena using Euler
simulations is doomed to end in a failure.

4.2 Navier-Stokes Solution. The head-on collision of a pla-
nar shock wave with a slit-like barrier was simulated using
Navier-Stokes Eqs.~1!–~5! in the region downstream from the
barrier and Euler equations in the region upstream from the bar-
rier. Numerical results obtained when using computational grid of
2700396 are shown in Figs. 4–6. In these figures the flow
evolvement, upstream and downstream of the slit-like barrier, is
shown from the moment when the incident shock wave hits the
barrier ~at t50) and up tot53,280ms thereafter. In the consid-
ered case, the slit-like barrier blocks significant part of the duct
cross-section~60%!, this results in a strong reflected shock wave
from the barrier. Downstream from the slit the transmitted shock
wave is clearly observed. As could be expected a strong rarefac-
tion wave is evident between these two shock waves~see Fig. 4 at
t530ms). As a result, att530ms the shape of the reflected and
the transmitted shock waves are convex. During the time interval
170ms<t<210ms the oblique interaction of the shock waves
with the conduit walls results in a Mach reflection configuration
on both sides of the barrier. The vortex sheds from the slit’s edge
interacts with the diffracted shock wave, seen in Fig. 4 down-
stream from the barrier. This interaction leads to the vortex
breakup. The vortex breakup creates a series of unsteady vortices
that detach from the slit edge and strongly affect the downstream
flow. Series of the secondary shocks that match between the high
pressure prevailing behind the transmitted/reflected shock waves
and the low pressure that exist in the expanding flow is also vis-
ible in Fig. 4 ~at t5210ms and t5250ms). These shocks are
responsible for the flow separation at the bottom and formation of
the unsteady vortex, which slowly moves downstream from the
barrier and shifts the jet towards the conduit topside. The jetting
observed in Fig. 4~at t5210ms) under the vortex accelerates the
flow to a supersonic, over-expanded flow. Above the vortex the
backward flow is also supersonic. The strong shock seen at the
upper wall, att5250ms and weak separation att5430ms sup-
port this conclusion.

With proceeding time, att5430ms, the transmitted and the
reflected shock waves propagated further away from the barrier
and approaches a planar front while the unsteady vortex becomes
rather weak. Hence, the first stage in the starting process could be
regarded as being completed. Now, the flow field evolved down-
stream from the barrier can be divided in two different zones. In

Fig. 3 Effect of the mesh size on the resulted flow field
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Fig. 4 Computed isopycnics plots showing the initial stage of the flow generated by the transmitted shock
wave

Fig. 5 Computed isopycnics plots showing the intermediate stage of the flow generated by the transmitted shock
wave
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zone A, the expending jet and the dead flow region are the domi-
nant features. The flow in this zone is highly turbulent due to the
many vortexes that comprise this flow.

On the other hand, zone B contains a quasi-uniform gas flow
which was compressed and heated by the transmitted shock wave,
see Fig. 4 att5430ms.

The second stage in the flow starting process is shown in Fig. 5.
At t5840ms the two zones mentioned earlier have extended.
Now the transmitted shock wave has a planar front and the flow
behind it is almost uniform. It is apparent that in the considered
time zone A is a region of very turbulent flow, composed of mul-
tiple wave reflections from the conduit walls which interact with
the remaining vortices. With increasing time the turbulence in
zone A subsides and a clear formation of a jet-flow through the
orifice ~produced by the slit-like barrier! is evident; see Fig. 5 at
t>1,400ms. At t51,400ms the transmitted shock wave passed
the observed part of the flow field and now the flow behind it is
almost a steady 1-D flow. With proceeding time the transmitted
shock wave reaches the conduit end-wall and is reflected back into
the quasi-steady, one-dimensional flow of zone B.

The duration of a quasi-steady flow at any pressure recording
station Ni (I 51,2,3), downstream of the barrier can be estimated
by Dts5te2tstartwherete is the time elapsed since the transmitted
shock wave passed the considered pressure recording station and
tstart is the duration of the starting process at this station. Note, that
the time durationDts ~at a given pressure recording station!, is
largely governed by the distance from the barrier to the conduit
end-wall. In real experiments, once the transmitted shock wave
reaches the conduit end-wall it reflects back and thus restricts the
steady flow duration.

Figures 5 and 6 contain information about the dynamics of the
reflected shock wave from the duct’s end wall. At an early time
after the reflection of the transmitted shock wave from the end-
wall, at aboutt51,900ms ~a time not shown in Fig. 5!, the front
of the reflected shock wave is almost planar indicating that it
propagates into a quasi-uniform flow. With increasing time the
reflected shock wave continues its propagation in the quasi-
uniform flow region, facing less uniform flow. This causes a
change in the geometry of the shock wave front, from a planar to
a concave front shape, see Fig. 5 att51,970ms. The concave

shape of the reflected shock wave become more pronounce as it
propagates toward the highly nonsteady, nonuniform region close
to the barrier, see Fig. 5 att52,335ms. Once the reflected shock
wave reaches the highly turbulent region near the barrier it splits
to a lambda-shaped shock which terminates at the jet region, see
Fig. 6 att52,520ms. Now the flow is obviously nonuniform, the
lateral asymmetry in the flow is clearly visible in Fig. 6 at the
considered time and thereafter. With increasing time the strength
of the reflected shock wave quickly reduces until its complete
decay as is evident in Fig. 6 att53,280ms. Judging from Figs.
4–6 it is apparent that the jet evolvement with time has a domi-
nant effect on the transient phenomena of the flow prevailing in
the region behind the slit-like barrier. The length of zone A, as
well as that of a contact region, which separates between zone A
and zone B, increases with time; until it reaches a maximum
length. In the present case, this maximum is about ten times the
slit open space ('10h,h513 mm). This is reached at aboutt
51,400ms. Thereafter, it remains constant until the arrival of the
reflected shock wave, att52,710ms. ~Hence, the quasi-steady
flow duration in zone A based on the present data is aboutDt
52,710ms21,400ms51,300ms).

4.3 Pressure Histories at Various Stations Downstream of
the Barrier. So far the behavior of the unsteady flow developed
behind the slit-like barrier was observed via isopycnics mapping.
It could also be evaluated from observing pressure histories com-
puted at different locations inside the conduit, downstream of the
barrier. Specifically, in locations N1, N2, and N3 shown in Fig. 1.
The obtained pressure histories are shown in Fig. 7; results shown
in Fig. 7a refer to the conduit bottom side while the results of Fig.
7b are for the conduit top side. It should be noted that different
starting time is used in Figs. 4–6 and in Fig. 7. Whilet50 in
Figs. 4–6 indicates the time of arrival of the incident shock wave
at the barrier, in Fig. 7 the pressure traces start when the transmit-
ted shock wave reaches the considered pressure ‘‘recording’’ sta-
tion ~N1, N2, or N3!. The first pressure jump is that experienced
across the transmitted shock. Different pressure oscillations are
observed thereafter along the three pressure traces. The pressure
histories shown in Fig. 7a are for pressures computed along the
conduit’s bottom wall. Results obtained for station N1 are strongly
affected by the unsteady flow expansion through the orifice~the
open part of the slit-like barrier! since this is the closest station to
the barrier. This explains the fast pressure decrease shown in Fig.
7a, see trace marked N1, immediately behind the pressure jump
across the shock front; this front is marked as 1.

The pressure history computed at station N1 but in the configu-
ration shown in Fig. 7b is different from that shown in Fig. 7a; see
Fig. 7b for trace N1. Now the pressure is computed along the
conduit upper wall and as a result, for a short time period~less
than 100ms! a constant pressure prevails behind the front of the
transmitted shock wave. Immediately thereafter, the pressure re-
duces to a sub-atmospheric level, see point 2 in Fig. 7b trace N1.
This is not surprising since now the pressure at location N1 is
strongly influenced by the rarefaction wave that follows the triple
point of the Mach configuration shown in Fig. 4 att5170ms.

After this reduction to sub-atmospheric pressure level a sharp
pressure jump, at point 2, which restores the pressure to its quasi-
steady level is evident in Fig. 7b for trace N1. This pressure jump
is due to the arrival of the diffracted shock wave at station N1; see
Fig. 4 att5210ms. With proceeding time the slit generated vor-
tex and the waves observed at early flow time either decayed or
swept downstream leaving behind a relatively uniform flow at
station N1~see Fig. 7b! from shortly after point 2 until point 3.
During this period almost a constant pressure is evident~about
0.25 bar! along trace N1 in Fig. 7b. The pressure jump seen at
point 3 is due to the arrival of the shock wave reflected from the
conduit end wall and thereafter reflected back from the slit-like
barrier. This reflected shock wave is clearly observed in Fig. 6 at
t52,900ms. A relatively high pressure~about 2.5 bar! prevails
behind this reflected shock wave; see Fig. 7b.

Fig. 6 Computed isopycnics plots showing the final stage of
the flow generated by the transmitted shock wave
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In summary, it is clear from the simulations shown in Figs. 4–6
and in Fig. 7 that at early time after the head-on collision of the
incident shock wave with the slit-like barrier a region of sub-
atmospheric pressure exist, for a short time, behind the barrier
~trace N1 in Fig. 7b!. This low pressure supports the jet emerging
from the slit-like barrier; which is visible in Fig. 5. The jet divides
the flow field into two different sections. The lower part is occu-
pied by the jet stream while the top region contains a fairly uni-
form flow as is evident from Fig. 5 and 6 up to a timet
,2,900ms. This region of a fairly uniform pressure is clearly
seen in Fig. 7, trace N1.

The flow behavior at station N2 can be deduced from the isopy-
cnics shown in Figs. 4–6 and the appropriate pressure history at
this station, shown in Fig. 7. It is apparent from trace N2 in Fig. 7
that for a short time after the passage of the transmitted shock
wave at this station a fairly uniform, high-pressure zone exists
until point 4 marked on this trace. This is also visible in Fig. 4 at
t5430ms where station N2 is seen closely behind the transmitted
shock wave. The isopycnics appearing in this zone indicate
changes in density, explaining the pressure variations seen in Fig.
7b between the front of the transmitted shock wave and point 4.
The larger pressure fluctuations observed in Fig. 7b between
points 4 and 6 are due to the arrival of the nonsteady portion of
the post-shock flow,~see Fig. 5 att5840ms), at station N2. The
pressure reduction observed in Fig. 7b after point 6 is a direct
result of the jet stream that reached the considered station and is
the dominant feature there until the arrival of the reflected shock
from the conduit end wall, see Fig. 5. Once the shock wave,
reflected from the conduit end wall, reaches station N2 a pressure
jump is expected through the shock front. This indeed is the case
in point 8 in Fig. 7. The reflected shock from the conduit end wall
is shown in Fig. 6 att52520ms, shortly before it reaches station
N2.

While at early time after the arrival of the transmitted shock
wave at station N2~for 210ms,t,840ms) the flow behind the
shock is fairly uniform, at latter times it is definitely not 1-D. This
is also evident when comparing Fig. 7a with 7b. While shortly
after the passage of the transmitted shock wave at station N2 both

traces show similar behavior~from the shock front and up to point
6!, later different pressure histories are exhibit in the two traces.

Pressure measuring station N3 is located further away from the
slit-like barrier. As a result the flow at this station is fairly uniform
as is evident from Figs. 5 and 6. Therefore it is not surprising that
very similar pressure histories are shown, for station N3, in Figs.
7a and 7b. In both, the transmitted and the reflected~from the end
wall! shock waves are clearly seen; these shocks are separated by
uniform flow zone~constant pressure!.

4.4 Comparison Between Viscous and Inviscid Solutions
The flow developed behind the transmitted shock wave, down-
stream of the slit-like barrier is initially highly unsteady as is
evident from Figs. 4–6. It is reasonable to assume that in such
flows energy dissipation via viscous and heat transfer processes
plays a meaningful role. To assess the importance of these pro-
cesses the numerical solution of~1!–~3! was repeated using the
same initial condition but omitting the viscous and heat transfer
terms from~1!–~3!. Results obtained for pressure histories at sta-
tions N1, N2, and N3, for the bottom and the top sides of the
conduit shown in Fig. 1, are shown in Fig. 8. Comparing com-
puted pressure histories obtained for viscous flow~Fig. 7! with
those obtained for a similar inviscid flow~Fig. 8! reveals the
following:

Almost identical pressure histories, between points 1–3~along
trace N1! and 9–10~along trace N3!, are shown in Figs. 7 and 8.
Hence, in vicinity of the first and the third pressure recording
stations, until the arrival of the reflected shock from the conduit
end wall, viscous effects do not play an important role.

This is not the case when pressure histories, shown in Figs. 7
and 8 at station N2 are compared. While the location of points 4
and 8 are very similar the pressure variations between these points
are very different. Ignoring the loss mechanism results in pressure
fluctuations throughout the obtained pressure history, see trace N2
in Fig. 8. The strongest pressure fluctuations are visible at the jet
stream area, i.e., between points 4 and 8 in Fig. 8.

Unlike the viscous solution, in the inviscid case pressure fluc-
tuations, which started at the jet stream zone, are maintained even

Fig. 7 Computed wall pressure histories for bottom „a… and top „b… of the conduit shown in Fig. 1
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behind the reflected shock wave from the conduit end wall. For
understanding the reason for these pressure fluctuations the flow
shown in Fig. 5~for the viscous case! is shown in Fig. 9~pressure
contours! for a similar inviscid case. Comparing these two figures
reveals that in the inviscid case~Fig. 9! strong vortices are de-
tached from the slit-like barrier and together with the shock waves
propagate downstream. Eventually, they fill the entire conduit
cross-section. The weak shock waves generated in the vortices
region, in turn, move toward the transmitted shock wave~Fig. 9b!.
These weak shocks are responsible for pressure oscillations ob-
served along trace N3, between points 9 and 10 in Fig. 8b. Com-
paring Fig. 8b with Fig. 7b one notices that these oscillations are
much stronger in the inviscid flow case.

The vortices trail does not evolve into a jet stream, like in the
viscous case; see Fig. 9 and Fig. 5 att>1,400ms. Due to the fact
that in the inviscid case the flow behind the transmitted shock
wave is dominated by vortices, the reflected shock from the con-
duit end wall obtains a much more curved front; compare Fig. 9
with Fig. 5, both att52,335ms. In summary, in the considered
flow ~flow duration of about 3 ms! the gas viscosity is the main
mechanism in subsiding the vortices trail, developed behind the
transmitted shock wave, and altering it into a jet stream. Omitting
the gas viscosity results in nonphysical flow behavior between the
slit-like barrier and the transmitted shock wave.

5 Experimental Results

5.1 Pressure Field Behind the Slit-Like Barrier. So far
only numerical results were shown and discussed. In order to
confirm the validity of these results experiments were conducted
using the conduit shown in Fig. 1. The experiments were con-
ducted in a 32 mm by 32 mm cross-section shock tube. The slit-
like barrier was placed between the flanges connecting the test-
section to the driven section of the shock tube. For preventing gas
leakage through this connection rubber gaskets were glued be-
tween the two flanges.

In order to improve repeatability of experiments, the shock tube
was equipped with a fast opening pneumatic valve having a rise-
time of about 1 ms. The velocity of the transmitted shock wave
and the overpressure behind it were measured using three 603H
Kistler pressure transducers located at stations N1, N2 and N3
shown in Fig. 1. The output of the pressure transducers were
farther stored using a data acquisition system which has a sam-
pling rate of 500 KHz per channel.

The scatter in the incident shock wave Mach number was about
1% ~Britan et al.@10#!. The uncertainty in the measured velocity
of the incident shock wave is estimated to be less than 0.7% and
the uncertainty in overpressure measurements is estimated to be
less67%.

Fig. 8 Computed wall pressure signals for bottom „a… and top „b… of the conduit shown in Fig. 1. Computed
pressures are based on the Euler equations.
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Typical examples of recorded pressure histories are given in
Figs. 10 and 11 along with appropriate numerical simulations. The
numerical simulations are based on the flow model given in~1!–
~5!, i.e., a model that includes viscous and heat losses. Results
shown in Fig. 10 are for the bottom transducers shown in Fig. 1.
Fig. 10a shows simulations presented earlier and in Fig. 10b the
recorded pressure histories, at stations N1, N2, and N3 are shown.
It is clear from these figures that the present simulations recon-
struct accurately the recorded pressures throughout most of the
investigated flow duration. The physical model used and its nu-

merical solution also simulates the shocks’~transmitted and re-
flected from the conduit end wall! velocities accurately. The same
is true for the results shown in Fig. 11, which show computed and
measured pressure histories along the conduit’s upper wall. This
confirms the validity of the proposed physical model~1!–~5! and
its numerical solution. It also confirms the importance of includ-
ing loss mechanism in modeling such a complex flow.

5.2 Shock Wave Attenuation Caused by the Barrier’s Ge-
ometry. It is well known that shock wave attenuation resulting

Fig. 9 Computed isobars plots showing the intermediate stage of the flow generated by the transmitted shock
wave. Computations are based on the Euler equations.

Fig. 10 Comparison between computed „a… and measured „b… wall pressure at the conduit’s bottom wall.
Computations are based on the Navier-Stokes equations.
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from its passage through a barrier depends on the barrier’s poros-
ity, «. It also depends on the shape of the open spaces in the
barrier, through which the flow passes, and the space distribution
of these open spaces. The barrier discussed so far had only one
rectangular opening. In order to assess the effect of the open
spaces geometry and distribution, experiments were conducted
with barriers having a constant porosity«50.4, but having differ-
ent hydraulic diameterDh , Dh54S/P ~where S is the area of the
open space in the barrier andP is the perimeter of the open
space!. A set of barriers having the same porosity («50.4) but
different Dh’s were tested in our shock tube; the tested set is
shown in Fig. 2.

During each experiment pressure histories were recorded at dif-
ferent distances downstream from the barrier. Results from these
experiments are given in Fig. 12. Each plot appearing in Fig. 12
contains three pressure histories recorded at different positions
downstream of the barrier. The distance of each recording station
is given in a non-dimensional form, i.e., in term ofx/Dh , wherex
is the distance of the pressure measuring station from the barrier.
It is apparent from Fig. 12 that for the four different barriers
tested, the recorded pressure histories are mostly influenced by the
distances of the recording station from the barrier. Similar pres-
sure histories are seen at equal distancesx/Dh , downstream of the
barriers. Close to the barrier~when x/Dh,0.5), the recorded
pressure histories is similar to that shown in Fig. 7b, trace N1.
That is, an initial unsteady spike followed by a quasi-steady flow
where the pressureDp is relatively small,Dp!Dps , see Fig. 12.
As mentioned earlier, such a pressure trace is typical to a jet
dominated flow, marked as zone A in Fig. 4. The flow in this zone
is inhomogeneous, non-isotropic with maximum production of
turbulent kinetic energy due to the jets and the wakes produced by
the barrier~the perforated plate, see also Honkan and Andreopou-
los @11#!. It is apparent from Fig. 12 that with increasing distance
away from the barrier the transient flow approaches a state of
steady, uniform flow. At a distance ofx/Dh>7.2 the recorded
pressure history reaches equilibrium amplitudeDp« . Based on

results shown in Fig. 12 it is plausible that the flow developed
behind the transmitted shock wave depends mostly on one non-
dimensional parameter,x/Dh .

Additional support to this statement is given in Fig. 13, where a
summary of all obtained results is presented in a non-dimensional
form. The parameterk (k5Dp/Dpi where Dpi is the pressure
jump across the incident shock wave before reaching the barrier!
is a measure to the shock wave attenuation caused by the barrier.
Results shown in Fig. 13 were gathered from experiments done
with the eight barriers shown in Fig. 2~for all «50.4) and for two
different incident shock wave Mach numbers, Ms51.4660.01
and Ms51.5860.01. The dotted line in Fig. 13 is the numerical
simulation for the considered case («50.4 and Ms51.435). It is
clear from Fig. 13 that all experimental findings are closely scat-
tered around a single line indicating that the shock attenuation~k!
could be expressed in term ofx/Dh . Furthermore, the largest
changes ink are experience close to the barrier, wherex/Dh,7,
while for x/Dh.10 the flow reaches steady conditions. There is
also a fairly good agreement between the numerical simulation
and the experimental findings although the simulation was con-
ducted only for Ms51.435. It should be noted the experimental
results show no real dependence on the incident shock wave Mach
number in the investigated range.

6 Conclusions
The present paper studies the head-on collision of an initially

planar shock wave with protective porous barrier placed inside a
straight conduit. In the experimental part a shock tube was used as
the conduit. Particular attention has been given to the numerical
analysis of the shock wave interactions with a slit like barrier
using a high-resolution shock capturing scheme for viscous and
inviscid flows. In the experimental part several barriers having
different shape and different dimension of the spaces open to flow
~which affect the value of hydraulic diameterDh) were investi-
gated. The pressure prevailing downstream of these barriers, over

Fig. 11 Comparison between computed „a… and measured „b… wall pressure at the conduit’s
upper wall. Computations are based on the Navier-Stokes equations.
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a wide range of hydraulic diameters, was recorded. It was found
that most of the pressure recovery takes place close to the barrier,
i.e., at 0,x/Dh,7. In this zone the flow is highly non-steady and
nonuniform. For longer distances downstream from the barrier
(x/Dh.7) the flow approaches a steady one-dimensional state.
For such large distances the specific shape of the barrier~perfo-
rated plate! has practically no influence on the pressure recovery
~recorded pressures!, as long as the porosity is kept at a constant
value. The present numerical results and the recorded pressures
indicate the importance of the viscous terms~appearing in the
conservation equations! in generating the observed complex flow-
field behind the porous barrier.
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Fig. 12 Pressure signals recorded at different distances downstream of the barrier

Fig. 13 Attenuation coefficient k vs the non-dimensional dis-
tance from the barrier x ÕDh . Close points M sÄ1.46Á0.01, open
points M sÄ1.58Á0.01. Error Bar shows the measured uncer-
tainty at the 95% confidence level †12‡.
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Quantitative Evaluation of Blood
Damage in a Centrifugal VAD by
Computational Fluid Dynamics
This study explores a quantitative evaluation of blood damage that occurs in a continuous
flow left ventricular assist device (LVAD) due to fluid stress. Computational fluid dynam-
ics (CFD) analysis is used to track the shear stress history of 388 particle streaklines. The
accumulation of shear and exposure time is integrated along the streaklines to evaluate
the levels of blood trauma. This analysis, which includes viscous and turbulent stresses,
provides a statistical estimate of possible damage to cells flowing through the pump. Since
experimental data for hemolysis levels in our LVAD are not available, in vitro normalized
index of hemolysis values for clinically available ventricular assist devices were com-
pared to our damage indices. This approach allowed for an order of magnitude compari-
son between our estimations and experimentally measured hemolysis levels, which re-
sulted in a reasonable correlation. This work ultimately demonstrates that CFD is a
convenient and effective approach to analyze the Lagrangian behavior of blood in a heart
assist device.@DOI: 10.1115/1.1758259#

Introduction
Left ventricular assist devices~LVADs! have been used as a

possible bridge-to-transplant treatment for patients with heart dis-
ease and congestive heart failure. Several of these devices, such as
the DeBakey axial VAD®, Jarvik 2000®, Medtronic Biomedi-
cus® assist system, and the Berlin Incor I®, were designed and
developed during the last few decades with successful animal and
clinical trials @1–4#. Almost all of the LVADs currently being
developed are continuous flow rotary blood pumps, and these de-
vices provide supplemental mechanical circulatory support to the
native left ventricle. The prospects of these devices for long-term
support of patients, as an alternative means to transplantation, is
dependent on excellent blood compatibility. Therefore, it is essen-
tial to quantify levels of blood trauma for successful design of
rotary blood pumps.

Hemolysis, the breakdown or destruction of red blood cells,
causes the contained protein hemoglobin~Hb! to be released into
the surrounding medium@5–6#. Hemoglobin readily binds oxygen
in the lungs and delivers it to the peripheral tissues to ensure
cellular metabolic function. Continuous destruction of red cells
reduces the blood’s ability to transport oxygen, increasing risk of
morbidity to the patient. In addition to preventing hemolysis, the
design of the blood flow path must also minimize possibilities of
flow stagnation.

Flow stagnation or conditions where blood pools in one loca-
tion for a period of time while in contact with a foreign surface
may activate the body’s coagulation cascade and potentially result
in an immunologic response@6#. This cascade activation may pro-
duce blood clots or thrombi. Release of a thromboemboli into the

blood stream could lead to the obstruction of capillary beds, pos-
sible stroke conditions, and likely death of surrounding oxygen
deprived tissue and muscle.

Prior experimental studies have revealed that both Reynolds
turbulent and viscous shear stresses throughout the pump contrib-
ute to blood damage@7–13#. Reynolds stresses occur as a result of
momentum transfer due to the turbulent flow conditions. Viscous
shear stresses, however, arise because of the intermolecular fric-
tional forces within the fluid itself. In this study, these stresses are
considered to describe the level of trauma experienced by the
blood as it travels through the LVAD.

Numerous studies have reported on fluid induced hemolysis
@9–23#. According to these studies, techniques for predicting or
measuring the levels of hemolysis fall into three categories: com-
putational fluid dynamics~CFD! @19–21#, flow visualization
@15,17,18#, and in vitro blood tests@5,9,16,18#. CFD analysis, a
straightforward and cost-effective approach, enables the predic-
tion of shear stresses through the fluid flow field and has been
widely used as a design tool for artificial heart pumps@24–30#.
Flow visualization using particle image velocimetry~PIV! pro-
vides measurements of the fluid velocity field that can validate
CFD results; however, neither CFD nor flow visualization can
intrinsically provide measures of blood damage. To directly mea-
sure red cell destruction requires in vitro experiments in which
whole blood is circulated, sampled, and analyzed for released
hemoglobin.

Earlier experimental investigations utilized rotating viscom-
eters, cone-and-plate viscometers, flow jets, pulsating gas bubble
tests, and oscillating wire experiments to analyze the effects of
shear stresses on blood samples, including human and animal
blood @5,9#. The plasma free hemoglobin level was measured us-
ing the cyanmetheglobin method, and the ratio of free hemoglobin
content to total plasma hemoglobin was calculated, which corre-
sponds to the extent of hemolysis. These experiments demon-
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strated damage threshold values ranging from 150 to 400 Pa and
even larger magnitudes, depending on the exposure duration and
the equipment used@5,22#. A maximum shear stress value of 250
Pa has been widely used as the design criterion in the develop-
ment of LVADs @21,22#. Researchers in the field of artificial heart
technology have only recently explored exposure time and its re-
lation to shear stress.

An early attempt to mathematically describe hemolysis in-
cluded the following relationship by Blackshear et al.@31#:

~t2!~ t !5C1 (1)

wheret is the shear stress,t denotes the exposure time, andC1
signifies a constant of proportionality. This relationship was de-
rived based on experimental evidence. These results indicated that
hemolysis is proportional to the time of exposure and the square
of the shear stress.

Giersiepen et al.@32# improved the previous model and devel-
oped a simple but effective correlation between shear stress, ex-
posure time and the extent of damage to erythrocytes as given by
the power law:

dHb/Hb5C•ta
•Tb (2)

Here,Hb is the hemoglobin content,dHb represents the dam-
aged hemoglobin content,t signifies the characteristic scalar
stress,T is the stress exposure time, andC, a, b correspond to
constants that can be obtained by regressing experimental data.
Therefore, researchers obtain different values for the constants
depending on experimental conditions. The valuesC53.62
31025, a52.416, andb50.785 have been used by Mitamura
et al.@19# for their study of rotary blood pumps; but, in that study,
t only took into account the turbulent Reynolds stresses. They
assumed that these stresses dominated the viscous stresses occur-
ring in the pump. This group measured hemolysis levels in vitro
and calculateddHb/Hb ratios, which demonstrated a reasonable
correlation.

In another study@9#, a different set of constants was found to be
C51.831026, a51.991, andb50.765. These constants were
obtained by regression of experimental data taken with an expo-
sure time of 0.0034 to 0.6 s for shear stresses between 40 and 700
Pa in a Couette viscometer. This range of investigation is compa-
rable to the flow conditions in blood pumps.

Apel et al. @23# applied a Lagrangian approach to assess the
stress distribution and related exposure time in a microaxial blood
pump. The viscous stresses were found to dominate the flow field
compared to the Reynolds stresses. They determined the coordi-
nates of each streakline using Euler forward integration of the
particle velocity, as shown:

xi ,t5xi ,t211
dxi ,t21

dt
dt (3)

with
dxi ,t21

dt
5n i ,p

wherexi ,t21 corresponds to the particle location at the preceding
time step,dt is the time step,v i ,p denotes the local velocity of the
fluid elementi, which starts from the pump’s inlet and ends at the
pump’s outlet behind the trailing edge.

In this study, we focus on the effects of high stress because of
rotation and high-speed jets, which could damage the membrane
of the red blood cells~referred to as shear induced hemolysis!.
The power law model of blood damage and the Euler forward
integration approach were implemented to assist in our estimation
of hemolysis in an artificial heart pump.

Materials and Methodology

Blood Properties. Blood consists of a suspension of cells,
primarily including erythrocytes or red blood cells, in a Newton-
ian medium, plasma. The volume percentage of erythrocytes to

plasma is approximately 45% while platelets comprise 1%@33#.
Red blood cells measure 6–8mm in diameter by 2.2mm in thick-
ness with a distinctive biconcave shape cell. This biconcave cell
can deform into a number of configurations without stretching the
cell membrane beyond sustaining levels of damage. This inherent
deformability allows red cells to maneuver through the smaller
diameter vessels with ease. These red blood cells average a vol-
ume of 91.5mm3 and surface area of 141.6mm3 with an average
lifespan of 120 days.

For this study, blood is modeled as an incompressible continu-
ous medium having Newtonian rheological properties, instead of a
suspension of cells. Blood behaves as a Newtonian fluid for shear
rates greater than 100 s21 @34#. Preliminary studies and their com-
parison to experimental data have shown that the assumption of
Newtonian behavior holds within the range of shear rates found in
this study@35,36#. Therefore, a constant viscosity of 0.0035 Pa-s
and density of 1050 Kg/m3 were used for each CFD simulation
@21,22,24#.

Centrifugal Blood Pump. This article investigates blood
trauma in a magnetically suspended centrifugal pump,C f4b
~Medquest Products, Inc.!, as shown in Fig. 1. TheC f4b repre-
sents the fourth generation developmental prototype of a perma-
nently implantable LVAD@35,36#. The flow path consists of an
inlet elbow, impeller, clearance regions and an exit volute. The
inlet elbow is a curved pipe specifically developed to link to the
impeller eye and enhance vertical washing and spatially uniform
flow. The impeller contains five rotating blades and ejects blood
into the exit volute. It is fully suspended by magnetic bearings
within the pump’s housing. As a result, a blood-filled clearance
exists between the impeller and housing due to the magnetically
levitated design. The pressure gradient between the volute and
inlet causes retrograde flow through this clearance. Therefore, a
small proportion ~approximately 10%! of blood recirculates
through the pump. The thickness of the back clearance gap is
designed to create a balance between minimizing exposure time,
yet preventing excessive regurgitant flow. A wider gap would both
reduce pump efficiency and expose a larger proportion of blood to
the elevated shear stress within this region, while a thinner gap
would increase the rate of blood damage within this region.

This VAD features an impeller with a diameter of 47 mm, ro-
tating at a nominal speed of 2,500 RPM. This rotational speed
generates a pressure rise of 100 mmHg at 6 LPM. We analyzed
trauma levels for this design point during steady flow conditions.

Hemolysis. Distortion of erythrocytes occurs as they pass
through peripheral blood vessels, many of which have a diameter
less than that of a traveling cell. Red cells tolerate bending and

Fig. 1 Centrifugal Blood Pump Prototype-CF4b: This VAD in-
cludes an inlet elbow, spindle, impeller, clearance region be-
tween the rotor and housing, exit volute and diffuser.
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folding to maneuver in the peripheral vessels; but, if appreciable
stretching of the membrane occurs, the cell could be irreversibly
damaged or potentially destroyed. Though regulated, the cell
membrane is fairly permeable to water, oxygen, carbon dioxide,
glucose, urea, and certain other substances; it is impermeable to
hemoglobin@6,33#. Therefore, an indicator of erythrocyte damage
is the amount of hemoglobin released into the plasma. This trauma
is directly related to the impinging shear stress and exposure time
to such stress.

In this study, the numeric relation between hemolysis, shear
stress and exposure time was implemented as given by regressed
experimental data from Heuser et al.@9#:

dHb/Hb51.831026
•t1.991

•T0.765 (4)

This relationship includes turbulent and viscous stresses. As eryth-
rocytes travel through the pump, they experience time-varying
shear stresses. An integrative approach is used to cumulatively
estimate the damage to red cells:

D5E
inlet

outlet

1.831026
•t1.991

•dT0.765

5 (
inlet

outlet

1.831026
•t1.991

•DT0.765 (5)

WhereD symbolizes the blood damage index and is a measure of
the possibility of erythrocytes being damaged.Inlet and outlet
correspond to the entrance and exit faces of the blood pump in the
computational model.

Computational Fluid Dynamics. The CFD analysis utilized
four software programs:BladeGen, TurboGrid, BuildandTASC-
flow. All of these programs are commercially available through
Ansys Inc.~Canonsburg, PA, USA! BladeGen, a turbo-machinery
design tool, allows easy generation of an impeller geometry and
graphic manipulation of the impeller design parameters.Turbo-
Grid andBuild were used to generate the structured computational
grids. The Reynolds averaged Navier-Stokes equations were
solved usingTASCflow, a finite-element-finite volume numerical
solver, to characterize the flow field.

For each simulation, the incremental time step, or the relaxation
factor in a steady-state study, was specified as 0.001-0.005 with a
maximum normalized convergence residual of 131024

@21,22,24#. Previous grid convergence studies provided insight
into appropriate regional grid densities for the computational
model @14,22,37,38#. The computational model consists of ap-
proximately 400,000 grid elements with 100,000 located in the
impeller region, which is arguably the most important section of
the VAD. The computational grid density is also comparable to
the size employed for a number of other blood pump CFD models
@39#. Furthermore, the grid had no twisted elements or negative
volumes and acceptable aspect ratios. Discretization inTASCflow
involved a modified linear profile selection coupled with a physi-
cal advection correction. In turbulent flow conditions, which are
expected in theC f4b pump with Reynolds numbers on the order
of 105, the value of scalar variables continuously fluctuates. The
instantaneous value of any scalar quantity can be expressed as the
sum of a mean and fluctuating component.TASCflowdoes not
directly solve for the fluctuating component, but, rather, expresses
this component in terms of its mean values. The expression of the
instantaneous scalar quantities in terms of mean values is referred
to as Reynolds-Averaging@40–41#.

With conditions of constant density, the Reynolds-Averaging
form of conservation of mass equation can be reduced to@41#:

]Ui

]xi
50 (6)

Applying the Reynolds-Averaging process for incompressible flu-
ids, Eq.~12! shows the conservation equation describing the mean
momentum:

]

]t
~rUi !1

]

]xj
~rUiU j !52

] P̄

]xi
2

]

]xj
~t i j 1rui8uj8! (7)

The Reynolds stress tensor,rui8uj8, results from the averaging
procedure using the nonlinear convection term on the left side of
the equation. This tensor is considered one of the most difficult
quantities to calculate or estimate in turbulence modeling@40–
41#. TASCflowapplies an eddy viscosity approximation to relate
the Reynolds-averaged stresses and turbulent fluctuating terms to
the mean flow variables. This approximation yields the following
relationship:

rui8uj852m tS ]Ui

]xj
1

]U j

]xi
D 1

2

3
rd i j k (8)

wherem t is the turbulent viscosity andk is the turbulent kinetic
energy term. For a Newtonian fluid, Reynolds-Averaging yields
the averaged viscous stress tensor for an incompressible fluid:

t i j 52mvS ]Ui

]xj
1

]U j

]xi
D (9)

The turbulent viscosity (mv) and turbulent kinetic energy term are
estimated by selecting the appropriate turbulence model.

Turbulence Modeling. Turbulent flow conditions consist of
many swirling eddies. The largest eddies are composed of much
smaller eddies, which can also be broken down further into even
smaller eddies. The kinetic energy generated by eddies at the
smallest possible level is converted to heat through a process
called viscous dissipation@40–41#. The time and length scales of
the smallest eddies are orders of magnitude greater than the time
and length scales of molecular motion. Therefore, viscous dissi-
pation can be considered independent of molecular motion. Tur-
bulence models in CFD codes solve the nonlinear Reynolds stress
tensor in the Navier-Stokes equation by approximating turbulent
flow conditions for this viscous dissipation and kinetic energy
transfer@40–41#. The determination of the nonlinear terms in the
momentum and mass equations requires statistical averaging of
the unknown quantities. In general, one and two-equation based
turbulence models are used throughout industry.TASCflow in-
cludes a number of different turbulence models, such as thek-«
model.

k-« Turbulence Model. The k-« turbulence model solves
the equations fork, the turbulent kinetic energy, and«, the dissi-
pation rate ofk @40#. The dissipation rate ofk or « is also defined
as the amount ofk per mass and time converted to internal fluid
energy by viscous motion. Several research groups have used the
k-« turbulence model for CFD simulations to design their artifi-
cial heart pumps@12,13,21,22,26,29,30#. Once the values ofk and
« are known, the turbulent viscosity can be calculated as follows:

m t5rcm

k2

«
(10)

where cm is a model constant. Along with thek-« model, we
selected a logarithmic wall function to characterize and reason-
ably resolve near-wall flow conditions.

Over the past several years, we have employed thek-« turbu-
lence model for the design of our centrifugal LVAD prototypes. A
third generation design prototype~Cf3 pump! was built and ex-
perimentally tested prior to optimization and production of the
Cf4b prototype@21,22,34,35#. Laser flow measurements by par-
ticle image velocimetry~PIV! in the back clearance regions of the
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CF3 pump resulted in the acquisition of fluid velocity compo-
nents, which correlated within 10–15% of CFD results using the
k-« model turbulence model@34,35#. PIV measurements for the
impeller and clearance regions of the Cf4b prototype are currently
underway, but are not available for direct comparison to CFD
results at this time. Once the flow measurement results are avail-
able, this choice of turbulence model will be rigorously evaluated.

In addition to calculating averaged velocity flow fields and
pressure gradients,TASCflowincludes the ability to determine the
shear stress at any nodal location in the flow field. Qualifying and
quantifying the shear stress within the pump allows designers to
estimate whether hemolysis or thrombosis may occur and adjust
design parameters accordingly to reduce the likelihood of occur-
rence.

To account for the 3-D nature of the shear field, we adopted
scalar stresses as originally introduced by Bludszuweit@12,13#:

t5S 1

6 ( ~t i i 2t j j !
21( t i j

2 D 1/2

(11)

Lagrangian tracking was employed to consider the shear history
of particles~cells!. The particle displacement is calculated using
forward Euler integration of the particle velocity over time step
(dt) similar to the approach adopted by Apel et al.@23# and dis-
cussed earlier.

Boundary Conditions. For each simulation, steady-state flow
conditions were assumed to ensure constant boundary conditions
and velocities in time. A uniformly distributed mass flow rate was
specified along the inflow boundary face. The no-slip boundary
condition was applied to the stationary walls so that the fluid
velocity values along the boundary would equal zero. Similarly,
the outflow pressure was specified to be constant at 20,000 Pas-
cals to establish the outlet boundary condition. A stationary wall

boundary was applied to the internal housing regions of the pump;
the rotor~impeller blades, hub, region for the magnetic bearings!
was specified as rotating walls in the counterclockwise direction
to correspond with the blade orientation. The frozen rotor inter-
face was applied to link regions of differing reference frames and
allows flow to cross the interface without executing circumferen-
tial averaging. Therefore, the frozen rotor characterization pre-
serves the profile of wake and core flow field from the impeller
region into the exit volute.

Each simulation particle was released at the inlet port of the
computational model. A total of 388 particle streaklines were
tracked and recorded, which was the maximum number of par-
ticles that the server~Sun Dual 450 MHz with 1G Byte RAM!
could accommodate for this calculation. The 388 particles were
uniformly distributed and released over the surface area of the
inlet face such that they filled the entire grid region.

Results
Based on convergence of each simulation, the blood damage

index ~D! was computed according to Eq.~5!. Figure 2 shows the
isotimic plot of the scalar shear stress along the blade-tip surface.
This surface has historically demonstrated the highest level of
shear in the heart pump~maximum value of 250 Pa!. Figures 3
and 4 illustrate several representative streaklines, colored accord-
ing to exposure time and shear stress, respectively.

Most, 322 of 388, blood particles took less than 0.19 seconds to
travel completely through the pump. The mean residence time was
0.34 s with a maximum residence time of 5.3 s due to a possible
vortex region. Figures 5 and 6 demonstrate the particle distribu-
tions of exposure time and blood damage index, respectively. The
mean value of the blood damage index was found to be 0.21%
with a maximum value of approximately 2.04%. For 313 of 388
particles, the blood damage index remained less than 0.16%. This

Fig. 2 Isotimic Plot of Shear Stress along Blade-tip Surface: This
surface along the tip of the blade shows the highest levels of shear
stresses in the pump. Higher shear stresses exist along the trailing
edge of the impeller region prior to the entering the exit volute and
directly along the blades, particularly at the trailing edge. Maximum
shear stress values of 250 Pa are found in this plane.
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low blood damage index indicates that cells traveling along these
streaklines are not likely to be ruptured. For the remaining 75
particles with damage index values ranging from 0.21% to 2.04%,
there is a greater possibility of damage to the particles, especially
at the higher end.

Figures 7–11 depict the shear information of one particle along
their streaklines. Each figure includes the shear stress (t1.991) on
the ordinate plotted with the exposure time (T0.765) on the ab-
scissa, according to Eq.~4!. The area under the curve represents
the blood damage index for that particular particle. This analysis
was executed for each particle. These figures illustrate a few se-
lected particles and results from the streakline analysis over a
wide range of damage indices. Table 1 specifically delineates each
particle and corresponding damage index. These particles were
randomly selected to illustrate a range of damage indices. As
would be expected, particle #2 with a damage index of 1.22% has

Fig. 3 Streaklines Colored by Exposure Time: Particles released
at the inlet port of the computational model and travel through the
pump for a given residence time.

Fig. 4 Streaklines for 388 Particles, Colored by Shear Stress:
Particles released at inlet port and travel along streaklines or
pathlines during steady state flow conditions. Shear stress val-
ues are plotted for each nodal location along the streakline for
each particle.

Fig. 5 Distribution of Blood Damage Index for Population of
388 Pathlines Studied: Maximum blood damage indices aver-
aged 2% for only a few particles. Most particles experienced a
damage index less than 0.5%.
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far more area under the curve~ie. higher shear stress, longer ex-
posure time! on Fig. 8 than particles #1, #3, and #10 as seen in
Figs. 7, 9, and 11.

Additionally, this blood damage analysis allows designers to
easily calculate the rate of change in the shear stress over time.
Due to the discrete nature of the data points, the slope can be
readily determined and plotted as shown in Figs. 12 and 13 for
particles #2 and #3, respectively. The rate of change in the shear
level over time can also have a large impact on hemolysis
@5,9,11#. Dramatic increases and abrupt decreases in the shear rate
may lead to red cell rupture or significant damage. Figures 12 and
13 display the exposure of these particles to abrupt changes in the
shear rate~dt/dt!, which contribute to their overall damage indices
and increase the likelihood of particle damage or trauma.

Normalized Index of Hemolysis. The equation developed by
Koller and Hawrylenko@42# is often used to express blood dam-
age as a normalized index of hemolysis~NIH! as shown here:

NIH~g/100L !5
D f Hb3V3~12~Ht/100!!3100

Dt3Q
(12)

whereD f Hb is the increase in plasma free Hb concentration~g/L!
during the test period,Dt represents the duration of the test period
~min!, Ht denotes the hematocrit~%!, V corresponds to the blood
volume in the test circuit~L!, and Q symbolizes the flow rate
~LPM!. This equation is employed in designing heart pumps as
well as other medical devices, such as oxygenators@43–44#.

Since the purpose of this paper is primarily to illustrate a tech-
nique and experimental data is not readily available regarding the
Cf4b LVAD, we derived an order of magnitude estimate of the
damage indices for clinically available blood pumps to compare
with our Cf4b computational model by using results from Mita-
mura et al.@19#. This research group showed a correlation be-
tween the Hb and damaged Hb content to experimentally mea-
sured NIH in vitro values according to:

NIH5~0.00015!
dHb

Hb
(13)

Their regression analysis included an r-squared value of 0.87,
which indicates a reasonable correlation, for five samples from a

Fig. 6 Distribution of Exposure Time for Population of Par-
ticles Studied: Approximately 322 of the 388 particles in this
study took less than 0.19 s to travel through the computational
flow model. Average residence times are 0.34 second with a
maximum exposure time of 5.3 s due to a possible vortex re-
gion.

Fig. 7 Shear Stress Power Versus Time for Particle #1

Fig. 8 Shear stress power versus time for particle #2

Fig. 9 Shear stress power versus time for particle #3
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mock loop circuit. They tested fresh bovine blood flow of 5 LPM
while maintaining a pressure of 100 mmHg at a physiologic tem-
perature for three hours. Equation~13! was applied to our results
in order to estimate dHb/Hb values for five clinically available
blood pumps.

Numerous in vitro hemolysis studies have been conducted on
existing VADs. Table 2 displays a list of clinically available cen-
trifugal pumps with their corresponding NIH values and estimated
dHb/Hb or damage indices according to Eq.~19!. These NIH val-

ues were obtained in vitro using fresh bovine blood in a test loop
under conditions of 6 LPM at 120 mmHg for six hours at room
temperature~21°C! @45#.

The maximum value of our damage index was estimated to be
approximately 2%. This value is of the same order of magnitude
as the indices approximated for the clinically available VADs,
which lends credence to the approach introduced in this paper for
estimating blood damage. Several improvements, however, should
be made to enhance this blood damage model:~1! experimental
NIH values from mock loop testing~2! more realistic constant

Fig. 10 Shear stress power versus time for particle #9

Fig. 11 Shear stress power versus time for particle #10

Fig. 12 Shear rate „dtÕdt … over time for particle #2

Fig. 13 Shear rate „dtÕdt … over time for particle #3

Table 1 Selected Particles and Corresponding Damage Indi-
ces

Particle Damage Index Figure

#1 0.087% 7
#2 1.22% 8
#3 0.045% 9
#9 1.26% 10
#10 0.013% 11

Table 2 In Vitro NIH Values of Clinically Available Centrifugal
Blood Pumps and Estimations of dHb ÕHb

Centrifugal Pump
NIH value
~g/100L! dHb/Hb

Biomedicus BP-80~Medtronic! 0.00070 5%
Isoflow ~St. Jude Medical! 0.00096 6%

HPM-15 ~Nikkiso! 0.00066 4%
Capiox CX-SP45~Terumo! 0.00090 6%
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values for dHb/Hb expression based on experimental evidence for
the Cf4b ~3! flow measurements and oil streaking to determine
local shear stresses in the Cf4b prototypes~4! in vivo blood dam-
age results from animal testing.

Conclusions
Quantifying levels of blood damage within LVADs is essential

to ensuring a reliable and effective VAD reaches market. This
study describes a cumulative approach to evaluate the stress-
induced hemolysis occurring in a miniature centrifugal blood
pump using CFD technology. We analyzed scalar shear stresses
and the exposure time of these particles to such stress levels in the
pump. A Lagrangian particle tracking technique was used to ob-
tain the stress history of 388 representative particles along their
streaklines. An integrative computation makes it possible to con-
sider the damage history of each particle.

The results suggest this blood pump prototype has an accept-
able level of hemolysis for steady-state flow simulations. The
maximum damage index found in this study is the same order of
magnitude as those estimated in clinically available VADs. Future
experiments that measure the flow conditions through the pump
and estimate levels of shear stress may enable the validation of
these damage index estimations. Benchtop blood bag testing will
also provide insight into hemolysis levels in the VAD. Addition-
ally, exploring the results for a transient translational sliding in-
terface computational case, which allows the impeller real-time
rotation, would also enable more sophisticated computational
analyses of potential damage index values. Transient CFD simu-
lations would reflect a more realistic implant scenario because
they account for variation in the relative position between the
blades and housing.

In general, CFD was shown to be an effective and useful tool
for the general assessment of stress induced hemolysis in a LVAD
based on the results of this study.
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Numerical Analysis of Cavitation
Instabilities Arising in the
Three-Blade Cascade
Three types of cavitation instabilities through flat plate cascades, which are similar to
‘‘forward rotating cavitation,’’ ‘‘rotating-stall cavitation’’ and ‘‘cavitation surge’’ occur-
ring in high-speed rotating fluid machinery, are represented numerically under the three-
blade cyclic condition. A numerical method employing a locally homogeneous model of
compressible gas-liquid two-phase medium is applied to solve the above flow fields, be-
cause this permits the entire flow field inside and outside the cavity to be treated through
only one system of governing equations. In addition, the numerical method suites to
analyze unsteady cavitating flow with a long time evolution. From the calculated results of
the present numerical simulation with wide range of cavitation number and flow rate, we
obtain a cavitation performance curve of the present three-blade cyclic cascade, analyze
the aspects of unsteady cavitation, and discuss the characteristics and mechanisms of
cavitation. @DOI: 10.1115/1.1760539#

Introduction
Cavitation is a phenomenon in which liquid evaporates and

vapor bubble occurs in the region where the pressure of the liquid
falls off under vapor pressure. Cavitation is usually observed in
areas of the high-speed fluid machinery such as propellers and
pumps, where the flow accelerates and the pressure decreases.
Sheet cavitation, which includes strong unsteady phenomena such
as cyclic cloud cavity shedding under a certain cavitation condi-
tion, causes a large-scale oscillation in fluid machinery, reduces
the performance, and becomes a cause of damage. Furthermore,
phenomena called cavitation instabilities are caused by mutual
interference between the cavitation and the fluid machine systems,
where the original unsteadiness of cavitation increases. Actually,
these become a cause of serious accidents involving fluid
machinery.

An analysis of cavitation instabilities that occur around the im-
peller of fluid machine systems is an important subject in the field
of design and development of high-speed fluid machinery. Cavi-
tation instabilities are roughly classified into two categories. One
is generally called ‘‘local instability,’’ which is caused by mutual
interference between cavitation and impeller, and the other is gen-
erally called ‘‘system instability’’ which is caused by mutual in-
terference between cavitation and the entire turbopump system.
The former includes rotating cavitation, alternate blade cavitation,
asymmetric cavitation, and rotating-stall cavitation. These cavita-

tions are two-dimensional instabilities. The latter includes cavita-
tion surge, which is a one-dimensional instability. The alternate
blade cavitation is a peculiar phenomenon of the impeller having
even number of blades. Rotating cavitation and rotating-stall cavi-
tation are an unstable phenomena with nonuniform cavity area in
each blade, which propagates toward the circumferential direction
of the impeller. This becomes a cause of the asynchronous axial
vibration, resulting in a decrease in performance and damage to
the turbopump.

A lot of experimental and theoretical analyses of such cavita-
tion instabilities in the turbopump have been performed. Bhatta-
charyya, et al.@1# investigated the rotor-dynamic force of the
three-blade cavitating inducer. Tsujimoto, et al.@2# experimentally
observed various types of cavitation instabilities in the inducer,
such as cavitation in back flow vortices, attached nonuniform
cavitation, rotating cavitation and cavitation surge, and mapped
their occurrences. Hashimoto, et al.@3# showed maps of occur-
rence, spectrum analysis of inlet pressure and time evolution of
cavity area for each blade in the turbopump inducer of the LE-7
engine of the Japanese H-II rocket, in which various cavitation
instabilities exist, including backward rotating cavitation. Frien-
drichs, et al.,@4# considered a mechanism of rotating cavitation
occurring in the centrifugal pump. Shimura, et al.@5# investigated
the relationship between rotating-stall cavitation and the slope of
the performance curve in the LE-7 inducer. Yoshida et al.@6# per-
formed an experimental investigation on the four-blade inducer
having an alternate cutback impeller in order to suppress rotating
cavitation. In addition, in the field of theoretical analysis, Stripling
@7# and Jakobsen@8# indicated head break-downs of the cavitating
turbopump by analysis of the flat plate cascade, and Acosta@9#
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determined the mass flow gain factor and cavity compliance that
are transfer functions for the analysis of instability in the cavitat-
ing inducer. Later, Tsujimoto@10# indicated a relationship between
rotating cavitation and mass flow gain factor, and reported the
existence of two modes in rotating cavitation: forward-rotating
cavitation and backward-rotating cavitation, which was later con-
firmed experimentally. Watanabe, et al.@11# performed three-
dimensional analysis of rotating cavitation in the inducer. Horigu-
chi, et al. @12# reported the occurrence condition of alternate
cavitation. Fujii, et al.@13# predicted the cavitation instability
having the propagation velocity ratio of 0.5, which occurs in the
range where the performance curve becomes to have positive
slope. Same phenomenon was previously found by Shimura et al.
experimentally@5#. Furthermore, Tsujimoto, et al.@14# indicated
unified theoretical treatment of various instabilities in
turbomachinery.

As mentioned above, researchers regarding cavitation instabili-
ties in the turbopump have been advanced actively. However, par-
ticularly in experimental investigations of rocket engines, eco-
nomic and time considerations remain problematic. In addition, in
theoretical analysis at the present stage, because no existing cavi-
tation model can describe the cloud cavity shedding caused by the
break-off phenomenon of sheet cavitation, the unsteady cavitating
flow is difficult to analyze strictly. On the other hand, in recent
years, large-scale computations have been realized with the in-
creasing sophistication and speed of computers. Thus, improve-
ment in the prediction of cavitation instabilities via numerical
simulation is expected. Furthermore, in the design and develop-
ment of high-speed fluid machinery, numerical analysis is ex-
pected for not only cost reduction of the experiment but also for
acquisition of detailed fluid information of the flow fields inside
the fluid machinery, which was not previously obtainable experi-
mentally. In the last several years, the development of cavitation
model and computational code that can solve the unsteady cavi-
tating flows inside turbomachinery is try to advance. Joussellin,
et al. @15# simulated rotating cavitation and alternate blade cavi-
tation occurring in four-blade cyclic cascade by applying a two-
dimensional unsteady numerical method with cavitation model by
barotropic state law. Also through the comparison with the experi-
mental data of four-blade turbopump inducer, it was shown that
the trend of the occurrence range of the rotating cavitation was
predicted by numerical simulation. The authors@16# simulated
propagating phenomena of cavitation, which corresponds to the
rotating cavitation through three-blade cyclic cascade, and dis-
cussed the difference of the results obtained in different conditions
in inlet boundary. Coutier, et al.@17# performed three-dimensional
numerical analysis of turbopump inducer by incorporating above
cavitation model@16# to 3-D commercial code, and the numerical
results were compared with experimental data regarding the head
drop range and vaporized area. Song@18# reproduced spiral vortex
sheet cavitation downstream of the hub in the calculation of three-
dimensional Francis turbine. At present, some commercial codes
that can simulate cavitating flow have been proposed, and the
prediction accuracy has been compared and examined~see for
example, by Dupont, et al.@19#!. However, the commercial codes
are difficult to analyze quantitatively the strong unsteady cavitat-
ing flowfields that occur in turbopumps yet.

Under the above-mentioned circumstances, in the present study,
the authors have numerically simulated cavitation instabilities oc-
curring in three-blade cyclic cascade. From the calculated results
in wide ranges of cavitation number and flow rate, we obtained a
cavitation performance curve of the present three-blade cyclic cas-
cade. The aspects of unsteady cavitation in the flow fields are
analyzed in detail, and the relationship between a number of cavi-
tation instabilities and the slope of the performance curve are
shown. In addition, the mechanisms of propagation phenomena of
nonuniform cavities are discussed.

Numerical Method for Cavitating Flow

Physical Modeling. The equation of state for the liquid phase
with compressibility can be expressed using the following form
proposed by Tammann@20#:

pl1pc5r lKl~Tl1T0!, (1)

wherepl , r l andTl are the pressure, density and temperature of
the liquid~the subscriptl representing the liquid phase!, pc andT0
are the pressure and temperature constants of the liquid andKl is
the liquid constant. When the gas phase is assumed to be an ideal
gas, the equation of state is

pg5rgRgTg , (2)

whereRg is the gas constant and the subscriptg represents the gas
phase.

In the ‘‘locally homogeneous compressible gas-liquid two-
phase model’’ presented by authors@21#, the gas-liquid two-phase
medium inside the cavity is treated as a locally homogeneous
pseudo-single-phase medium. The model concept is shown in Fig.
1. By assuming a limiting case of the two-phase medium, the
radius of bubbles being infinitely small, the number of bubbles
being infinitely large with the local void fraction~volume fraction
of gas phase! a being held constant, furthermore the control vol-
ume being infinitely small, the two-phase medium can be consid-
ered as a continuum. Then, the equations of a continuum can be
applied to the two-phase medium and it becomes easy to treat.
Applying this model to the mixture condition inside the cavity, it
is expected that unsteady and complex cavity flows can be simu-
lated by the method similar to a continuum. The mixture densityr
of a two-phase medium is expressed by linearly combining gas
phase densityrg and liquid phase densityr l with the local void
fraction a,

r5~12a!r l1arg . (3)

Then, assuming the local equilibrium conditions,pl5pg5p, Tl
5Tg5T, the equation of state becomes, from Eqs.~1!, ~2!, and
~3!,

r5~12a!
p1pc

Kl~T1T0!
1a

p

RgT
. (4)

Also, the following relationship is obtained between the local void
fraction a and the quality~mass fraction of the gas phase! Y:

r~12Y!5~12a!r l , rY5arg . (5)

Using Y from Eq. ~5!, the equation of state for a locally homoge-
neous two-phase medium can be expressed as

r5
p~p1pc!

Kl~12Y!p~T1T0!1RgY~p1pc!T
. (6)

Fig. 1 Concept of physical modeling of the locally homoge-
neous model
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Since the temperature change of the usual cavity flow in water
is negligible, the speed of soundC under isothermal conditions is
expressed as

C25
dp

dr
5

]p

]rU
T5const
Y5const

5
p~p1pc!

r

3
YRg~p1pc!1~12Y!Klp

YRg$~p1pc!
22Klp%1Y~12Y!rKlRgpcT01Klp

2

(7)

In Fig. 2, the relationship between the speed of soundC and the
void fraction a at 20°C is shown for different pressures. Also,
measurement values of the speed of sound by Karplus@22# for a
surrounding pressure of 0.1 MPa and by others are shown in Fig.
2. The calculated values correspond well with these measure-
ments, and represent the general tendency of speed of sound in
mixture condition that takes lower value than that of gas phase.

Mathematical Modeling. The governing equations for the
two-phase medium mentioned above are the 2-D compressible
Navier-Stokes equations to which the mass conservation law of
the gas phase is added. They are expressed as follows in curvilin-
ear coordinates~j,h!;

]Q

]t
1

]~E2Ev !

]j
1

]~F2Fv !

]h
5S, (8)

where the unknown variable vectorQ, the flux vectorsE andF,
the viscous flux vectorsEv andFv and source term vectorS are

Q5
1

J S r
ru
rv
rY
D , E5

1

J S rU
ruU1jxp
rvU1jyp

rUY
D ,

F5
1

J S rV
ruV1hxp
rvV1hyP

rVY
D ,

Ev5
1

J S 0
jxtxx1jytxy

jxtyx1jytyy

0
D , Fv5

1

J S 0
hxtxx1hytxy

hxtyx1hytyy

0
D ,

S5
1

J S 0
0
0
G

D (9)

where,G denotes the source term with respect to phase change.J
is the Jacobian andU and V are contravariant velocity compo-
nents in curvilinear coordinates as expressed by

J5
1

jxhy2hxjy
, U5jxu1jyv, V5hxu1hyv, (10)

andu andv are the velocity components in Cartesian coordinates
~x,y!. The mixture viscosity coefficientm for two-phase medium
@23# is given by

m5~12a!~112.5a!m l1amg . (11)

In the present analysis, for simplicity, evaporation is supposed
to take place instantaneously when pressure decreases under vapor
pressure. In addition, vapor and gas are assumed to be of the same
gas phase. Therefore,G in Eq. ~9! that corresponds to phase
change represents the following operation. In the region ofp
,pv , the values of pressure and mass fraction of gas phase is
rectified as

p→pv , Y→Y* . (12)

Here, pv is vapor pressure, andY* is a modified mass fraction
which is obtained from the equation of state~6! while r is satis-
fying the mass conservation.

Numerical Method. In the present study, unsteady cavity
flows are simulated by the solution of the above governing equa-
tion ~8! using the finite difference method. It is also necessary to
simulate stably high-speed cavity flows with such discontinuities
as a gas-liquid interface having a large density jump. Thus, the
TVD scheme is used to preserve the monotonicity of the solution.
Specifically, the explicit TVD-MacCormack scheme~Yee @24#!
with 2nd-order accuracy in time and space is used. By the way, no
turbulence model is applied in this study because there are no
reliable turbulence models for two-phase flow.

The overall solution procedure is:

1. Calculate the newr, u, v, and Y from Eq. ~8! using the
TVD-MacCormack scheme

2. Substitute the abover andY in the equation of state~6! of
the gas-liquid two-phase medium to get the newp

3. Rectify the values ofY andp in the vicinity of vapor pres-
sure using the instantaneous equilibrium condition assump-
tion as shown in Eq.~12!.

4. Modify the values ofr, Y, u, v andp by applying boundary
conditions

5. Return to step~1! for next time step

Computational Conditions. In the present study, the cyclic
boundary condition is imposed at every three cascade passages in
order to analyze the instabilities arising in the three-blade cyclic
cascade. One cascade passage has 263371 mesh points, two
chord lengths from the inlet boundary to the leading edge of the
hydrofoil, and three chord lengths from the trailing edge to the
outlet boundary. The boundary layer is sufficiently resolved by
clustering the grid to the wall with the minimum grid width of
0.13h/ARe . The hydrofoil geometry is a flat plate with no thick-
ness, and the cascade arrangement is set at a pitch-chord ratio
h/c50.5 and a stagger angle ofg575 deg. In this computation,

Fig. 2 Speed of sound under isothermal condition
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as shown in Fig. 3, the blades are dubbed Blade 1, Blade 2 and
Blade 3 in the direction opposite that of rotation of the cascade,
which corresponds to the tangential velocity direction of the cas-
cade. The cascade throat located above Blade 1 is called Throat 1.
Likewise, Throat 2 and Throat 3 exist along the direction opposite
the direction of rotation of the cascade. A constant total pressure
condition and constant angle of attack condition are applied to the
inlet boundary, and the constant static pressure condition is ap-
plied to the outlet boundary. In addition, a non-slip condition is
assumed on the wall boundary. Flow coefficientf is adjusted by
inflow angle and reference values are estimated all in the inlet
boundary.

Results and Discussion

Cavitation Characteristics of the Present Three-Blade
Cyclic Cascade. In Fig. 4, the relationship between the time-
averaged static pressure coefficientc and thes of the present
three-blade cyclic cascade is shown for four flow coefficientsf
50.105, 0.141, 0.176 and 0.213. When the plot points are tied to

each flow coefficient, head breakdowns, in which the head falls
off drastically under a certains, are clearly present in the cascade.
Where, the static pressure coefficientf50.105 is decreasing
along with the increase ofs and this is contrary to the qualitative
characteristic off. Only in this case, the rapid decline of the inlet
Mach number is observed in the highers range, the reason is
conceivable that the inlet boundary condition is not appropriate in
higherf ands range. However in the lowers range, because the
Mach number recovers even in the higherf, it is believed that the
calculated results possess higher reliability. In the meanwhile, in
lower s regions in Fig. 4, static pressure coefficient is reversed
between the higher flow rate and the lower flow rate. By reading
the values of static pressure coefficient at eachs value from this
graph, which is smoothly re-lined as an approximated curve, the
performance curve for the horizontal axis of flow coefficientsf
can be obtained in Fig. 5. Thec-f performance curve has a stable
negative slope above in higherf and s region. Here, notice the
region in which the performance curve has an unstable ‘‘positive’’
slope in the case of the lower flow rate and the lowers. In usual
rotating machinery in the noncavitating condition, an unstable

Fig. 3 Schematic diagram of present flat plate cascade with three blades cyclic condition

Fig. 4 Time averaged static pressure coefficient versus cavitation number „present three blades cyclic
cascade; h ÕcÄ0.5, gÄ75 deg …
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phenomenon, such as rotating-stall, occurs in region where the
performance curve has a positive slope. Even if the performance
curve has a negative slope in the highers range, rotating-stall
cavitation occurs when thes decreases and the slope of perfor-
mance curve becomes positive@5,13#. On the other hand, cavita-
tion surge and forward and backward rotating cavitation are inde-
pendent of the slope of the performance curve. In other words,
they occur in regions of both negative and positive slope.

Almost of the results shown in Fig. 4 are difficult to determine
what kind of instabilities is occurring because the unsteady phe-
nomena having very strong nonlinearity are occurring. Next, from
those results, special attention is given to four cases of (f
50.213,s50.091), (f50.141,s50.103), (f50.141,s
50.059) and (f50.105,s50.046) denoted in Figs. 4 and 5
which are clearly determined what kind of instabilities are occur-
ring, and the aspects and characteristics of cavitating flowfields
are analyzed.

Forward Rotating Cavitation „Super-Synchronous…. The
aspects of cavitation in the three-blade cyclic cascade are investi-
gated. At first, the time evolution of the void fraction contour in
f50.213 ands50.091 is shown in Fig. 6. This case is indicated
by a filled circle denoted as F.R.C 1 in Fig. 4, and is located in the
region of negative slope of the performance curve in Fig. 5. In this
case, sheet cavities grow slightly beyond the front throat of the
cascade, and break off from the leading edge of the blade. How-
ever, their break-off is not simultaneous. The break-off phenom-
ena occurs in the following order: in Blade 3 at the time of frame
1 in Fig. 6, in Blade 2 at frame 3, in Blade 1 at frame 5, and again
in Blade 3 at frame 7. Thereafter, the phenomena are repeated in
the same order. Along with the cycle, the sheet cavity on next
blade located above the break-off blade reaches its maximum in
the order of Blade 3-Blade 2-Blade 1. That is, a nonuniform cavity
area propagates in the direction of rotation of the cascade. Usu-
ally, local instabilities are classified as shown in Fig. 7. In a sta-
tionary frame, the propagation velocity ratio of super-synchronous
forward rotating cavitation is greater than 1, the ratio of alternate
blade cavitation and asymmetric cavitation are equal to 1. The
propagation velocity ratios of sub-synchronous forward rotating
cavitation and rotating-stall cavitation are between 0 and 1, and
the ratio of backward-rotating cavitation is less than 0. In this
case, the tangential velocity of the cascade is 11.4 m/s, and the

propagating velocity of the nonuniform cavitation is 2.38 m/s on
the cascade. In a stationary frame, the propagation velocity ratio
between the velocity of the nonuniform cavity area and the tan-
gential velocity of the cascade is estimated as 1.18. Therefore,

Fig. 5 Time averaged static pressure coefficient versus flow
coefficient „present three blades cyclic cascade; h ÕcÄ0.5, g
Ä75 deg …

Fig. 6 Time evolution of void fraction contours around three
blades „fÄ0.213,cÄ0.131,sÄ0.091…

Fig. 7 Classification of cavitation instabilities under propaga-
tion velocity ratio of nonuniform cavity area
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judging from the value the ratio, it is considered that a cavitation
instability corresponding to super-synchronous forward rotating
cavitation occurs.

Next, the time evolution of the void fraction contour in the
three-blade cyclic cascade atf50.141 ands50.103 is shown in
Fig. 8. This case is also indicated by an upper filled triangle de-
noted as ‘‘F.R.C 2’’ in Fig. 4. In this case, sheet cavities grow
much longer than in the previous case of forward rotating cavita-
tion near the rear cascade throat and the cavities also break off
from leading edge of the blade. The break-off phenomena occur
respectively in the following order: in Blade 1 at the time of frame
1 in Fig. 8, in Blade 3 at frame 3, in Blade 2 at frame 5, and again
in Blade 1 at frame 10. Therefore, a nonuniform cavity area
propagates in the direction of rotation of the cascade. At this time,
the tangential velocity of cascade is 11.9 m/s, and the propagating
velocity of the nonuniform cavitation is 3.04 m/s on the cascade.
When observed in a stationary frame, the propagation velocity
ratio is estimated as 1.26. Therefore, it is considered that super-
synchronous forward rotating cavitation occurs. This case is lo-
cated in the region of unstable positive slope of the performance
curve in Fig. 5. From the locations of the above two cases of
forward rotating cavitation in the performance curve, it is con-
firmed that there is the possibility that rotating cavitation occurs in
the regions of both negative and positive slope of the performance
curve.

Rotating-Stall Cavitation. Furthermore, time evolution of
void fraction contour in the three-blade cyclic cascade atf
50.141 ands50.059 are shown in Fig. 9. This case is indicated
by a lower filled triangle denoted as ‘‘R-S.C’’ in Fig. 4. The sheet
cavities are comparatively larger than the previous two cases of
forward-rotating cavitation, and they grow about one chord
length. The break-off phenomenon occurs in order as follows: in
Blade-2 at the time of frame 2 in Fig. 9, in Blade 3 at frame 4, in
Blade 1 at frame 5, and again in Blade 2 at frame 8. Because there
exist two maximum sheet cavities simultaneously in this case,
attention is given to the minimum sheet cavity, the cavity locating
on the break-off blades becomes minimum in the order of Blade
1-Blade 2-Blade 3. That is, in contrast to the two previous cases,
an nonuniform cavity area propagates to the opposite direction of
rotation of the cascade. At this time 11.2 m/s, and the propagating
velocity of the nonuniform cavitation is21.88 m/s on the cas-
cade. Then, the propagation velocity ratio of nonuniform cavity
area is estimated as 0.83, in a stationary frame. Besides, this case
is in the region of positive slope of the performance curve in Fig.
5. Therefore, this cavitation instability corresponds to rotating-
stall cavitation.

Cavitation Surge. In Fig. 10, time evolutions of distribution
of void fraction contour in the three-blade cyclic cascade atf
50.105 ands50.046 are shown. This case is indicated by a filled
square denoted as C.S in Fig. 4. In this case, sheet cavities are

Fig. 8 Time evolution of void fraction contours around three
blades „fÄ0.141,cÄ0.147,sÄ0.103…

Fig. 9 Time evolution of void fraction contours around three
blades „fÄ0.141,cÄ0.110,sÄ0.059…
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shorter than for all previous cases, but the thickness is slightly
wider because the mass flow rate is the lowest. From Fig. 10, the
three sheet cavities break off simultaneously from each leading
edge and cloud cavities are shed downstream at almost the same
size. The frequency of break-off in this case is calculated as 47 Hz
from the aspect of the cavity. The time evolution of the pressure
distribution corresponding to Fig. 10 is shown in Fig. 11. The
pressure downstream of the cascade increases instantaneously at a
certain time, which is caused by the simultaneous collapses of the
three cloud cavities at the time of frames 2 and 10. Then, the
pressure gradients in the closer regions of the sheet cavities be-
come steeply induced by the pressure increase in downstream,
re-entrant jets are caused inside the sheet cavities by the steep
pressure gradients at frames 3 and 11. Each three sheet cavities
repeat the same unsteady cycles regularly in the same phase by
the occurrence of the re-entrant jets. This pulsation phenomenon
with cavity break-off is thought to correspond to cavitation surge
because pressure vibration accompanied by the pressure waves
propagating to the flow direction occurs, which is not seen in
other cases.

Oscillation Characteristics of Flowfield in Cavitation Insta-
bilities. In order to investigate the condition of the cavitating
flowfield in detail, the temporal changes of the various fluid infor-
mation in the flow field are shown in Fig. 12. This figure shows
that, from top to bottom, the lift coefficientCL of each blade, the
local pressure at the center of the front cascade throatpth- f and
the rear cascade throatpth-r , the local flow anglea local near the
leading edge of each blade, the local mass flow rateQlocal from

blade to blade, the velocity in the inlet boundaryUin , the pressure
at inlet boundarypin , and the total cavity volumeVc , respec-
tively estimated in the places denoted in Fig. 3. The figure shows,
from left to right, ~a! forward rotating cavitation 1 corresponding
to the case of Fig. 6,~b! forward rotating cavitation 2 correspond-
ing to the case of Fig. 8,~c! rotating-stall cavitation corresponding
to the case of Fig. 9, and~d! cavitation surge corresponding to the
case of Fig. 10, respectively.

In the case of~a! F.R.C1, the amplitude of fluctuations is small
on the whole, because the occurring sheet cavities are small-scale.
The values ofCL decrease in the order of Blade 3-Blade 2-Blade
1. Correspondingly, the fluctuations ofpth- f anda local propagate
toward the direction of rotation of the cascade.pth-r fluctuate
with a shorter cycle than that of cavity break-off.

In the case of~b! F.R.C2, although most fluid information
around three blades fluctuates greater than that in~a!, Uin andpin
fluctuate as little as~a!. However, notice that the fluctuations of
eachQlocal propagate in the opposite direction of rotation of the
cascade, although the other information propagates toward the
direction of rotation. In addition, the period of fluctuation of
Qlocal is two-third that of other fluctuations. For example, when
the increase ofa local propagates from Blade 3 to Blade 2, the
decrease ofQlocal propagates in the order of Blade 1-Blade
2-Blade 3. The propagation velocity of the nonuniform local mass
flow rate is estimated to be26.40 m/s based on the fluctuation
period. At this time, the propagation velocity ratio observed in
stationary frame is calculated as 0.45. This value corresponds to
that of rotating-stall. Therefore, it can be said that a rotating-stall

Fig. 10 Time evolution of void fraction contours around three
blades „Time Interval Ä2.5 ms, fÄ0.105,cÄ0.176,sÄ0.146…

Fig. 11 Time evolution of pressure distribution contours
around three blades „Time Interval Ä2.5 ms, fÄ0.105,c
Ä0.176,sÄ0.146…
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Fig. 12 Time evolution of lift coefficients of three blades, local pressures at the center of front
cascade throat, local pressures of rear throat, local flow angles near the leading edge, local mass
flow rate between blade to blade, velocity and pressure in inlet boundary, and total cavity volume,
respectively from top to bottom
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of rotating fluid machinery in the noncavitating state occurs si-
multaneously with forward rotating cavitation. This fact corre-
sponds to have the positive slope in thec-f performance curve of
Fig. 5.

In the case of~c! R-S.C, althoughVc is larger than that of the
two previous cases of~a! and ~b!, the fluctuations of fluid infor-
mation are rather small. This is because the sheet cavities tend to
be stable as they approach a condition of supercavitation. Besides,
the period of fluctuations becomes longer for the same reason. The
regularity of each fluctuation and the wave shapes are somewhat
broken in this case. However, careful observation reveals that the
fluctuations ofCL , pth , a local , andQlocal propagate toward the
opposite direction of rotation of the cascade.

The case of~d! C.S differs from the previous three cases, in that
each of the three fluctuations around the cascade are having the
same period and phase. In addition, many sharp waves exist as a
pulse shape in the inlet boundary and the amplitudes are very
large. This may be attributed to the fact that the pressure waves
generated downstream of the cascade by the simultaneous col-
lapse of the three cloud cavities propagate upstream, as seen in the
pressure contours of Fig. 11. Thus, the oscillation characteristic of
the flowfield in cavitation surge is predicted in this case.

Mechanisms of Rotating Cavitation. Next, the mechanisms
of cavitation instabilities are discussed, especially for super-
synchronous forward rotating cavitation and rotating-stall cavita-
tion in the present study. Generally, it is thought that the propa-
gation of fluid information~such as disturbances in pressure and
velocity! is caused by the mutual interaction between the variation
of cavity volume and the leading edge of the next blade that
adjoins on the side of opposite the direction of rotation@4#. In the
present study, the fluid information in Blade 1 is assumed to
propagate to Blade 2 by mediating Front Throat 1, judging from
the relationship between local front-throat pressure and local flow
angle near the leading edge shown in Fig. 12, and from the cor-
responding aspects of cavitation. The relationship is the same as
the result for the one-blade cyclic cascade reported in the previous
study by the present authors@21#. In the following, Front Throat 1
is called simply Throat 1.

First, the schema of the basic propagation pattern is shown in
the upper-column of Fig. 13. During the time of~1! to ~3!, the
information of break-off in Blade 1 propagates to Blade 2, and
break-off is caused in Blade 2.

1. The sheet cavity, which separates from the leading edge of
Blade 1, moves downstream between Blade 1 and Blade 2. When
the sheet cavity has passed Throat 1, the local pressure in Throat
1 increases immediately since the throat width becomes wide in-
stantaneously. The increase in the local pressure in Throat 1
causes an immediate increase in the local flow angle near the
leading edge of Blade 2 which adjoins Throat 1.

2. The growth of the sheet cavity in Blade 2 is prompted by the
immediate increase in local flow angle near the leading edge of
Blade 2, after which, the flow angle decreases gradually.

3. The instability of the cavity surface near the leading edge
induced by the fluctuation of the local flow angle@21# causes
break-off in Blade 2, and then the sheet cavity in Blade 2
separates from the leading edge of Blade 2 and moves down-
stream.

As a result, the break-off information in Blade 1 propagates to
Blade 2. After which, a similar basic pattern of propagation
spreads from blade to blade in the direction opposite of rotation of
the cascade as shown in the upper-column of Fig. 13. The break-
off information is dubbed ‘‘Information 1.’’

Next, the mechanism of super-synchronous forward rotating
cavitation occurring in the present three-blade cyclic cascade is
discussed, taking into account the above mentioned basic pattern
of propagation. At the time of Fig. 13~1!, attention is given to the
behavior of the sheet cavity in Blade 3. The local flow rate be-
tween Blade 2 and Blade 3 decreases due to the growth of the
sheet cavity in Blade 2, which is caused by the immediate increase
in local flow angle near the leading edge of Blade 2. Then, the
fluid that is pushed aside flows into and between Blade 3 to Blade
1. As a result, the increasing flow rate between Blade 3 and Blade
1 causes the local flow angle near the leading edge of Blade 3 to
decrease at the time~1! in the middle-column. Next, the induced
fluctuation of the local flow angle near the leading edge of Blade
3 causes instability of the cavity surface, and the sheet cavity
breaks off from Blade 3 as shown in the middle-column~2!. Af-
terward, the break-off in Blade 3 which is indicated as ‘‘Informa-
tion 2’’ in the middle column, propagates from blade to blade
being independent of ‘‘Information 1.’’ Because of the propaga-

Fig. 13 Schematic aspect in super-synchronous forward rotating cavitation
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tion of two different sets of information, the aspect of cavitation in
three-blade cyclic cascade is as in the lower-column of Fig. 13.
The order of the break-off accords to that of the calculated results
in Figs. 6 and 8, where the break-off occurs in the order of direc-
tion of rotation of the cascade as Blade 3-Blade 2-Blade 1. We
consider that this may be the mechanism of super-synchronous
forward rotating cavitation in the present three-blade cyclic cas-
cade. In Fig. 14, the corresponding schema of time evolution of
the local flow angle near the leading edge is shown. Superimpo-
sition of ‘‘Information 1’’ and ‘‘Information 2,’’ results in the
peaks of local flow angles taking the order of direction of rotation
of the cascade as Blade 3-Blade 2-Blade 1. The tendency re-
sembles that of the lowest-column of Fig. 14, which are the cal-
culated results of forward rotating cavitation shown in Fig. 8.

On the other hand, in the case of rotating-stall cavitation, at the
time when the flow angle of Blade 2 immediately increases due to
the increase in local pressure in Throat 1, the flow rate between
Blade 2 and Blade 3 does not decrease because the sheet cavity of
Blade 2 has already grown sufficiently. Therefore, the local flow
angle near the leading edge of Blade 3 is not influenced. As a
result, ‘‘Information 2’’ does not occur. Therefore, the rotating-
stall cavitation in the present three-blade cyclic cascade is consid-
ered to be a phenomenon in which only one break-off information
propagates in the direction opposite of the rotation of the cascade,
according to the basic pattern of propagation in the upper-column
of Fig. 13.

Conclusions
Various cavitation instabilities arising in flat plate cascade un-

der the three-blade cyclic condition can be simulated by the
present numerical method, and the unstable cavitation character-
istics are analyzed for a wide range of flow conditions. In addi-
tion, the mechanisms of propagation of disturbance in the present
three-blade cyclic cascade were discussed. The results obtained in
present study can be summarized as follows:

1. Three types of cavitation instabilities arising in the three-
blade cyclic cascade were reproduced in the present simulation for
wide ranges of cavitation number and flow rate. These correspond
to ‘‘super-synchronous forward rotating cavitation,’’ ‘‘rotating-
stall cavitation,’’ which are generally called local instabilities, and
‘‘cavitation surge’’ which is generally called system instability.

2. In the region of lower cavitation number and flow rate, the
c-f performance curve of the present cascade having unstable
positive slope was reproduced. In addition, rotating-stall cavita-
tion was confirmed to occur in the above-mentioned positive-
slope region of thec-f performance curve, and forward rotating
cavitation was confirmed to occur in the region of either negative
or positive slope.

3. In the flow field in which a cavitation surge occurs, the
amplitudes of fluctuation of the various fluid information becomes
very large because of the resonance, and the velocity and pressure
in the inlet boundary fluctuates, with numerous sharp waves, as a
pulse shape because of the instantaneous pressure increase down-
stream of the cascade induced by the simultaneous collapse of
three cloud cavities.

4. It is considered that the fluid information propagates because
of the interaction between a change in cascade throat width due to
the variation of cavity volume and local flow angle near the lead-
ing edge of the blade that adjoins the side opposite the direction of
rotation. Considering the mechanisms of cavitation instabilities,
rotating-stall cavitation is considered to be a phenomenon in
which break-off information propagates in the direction opposite
of the rotation of the cascade, according to the basic propagation
pattern. Also, the propagation in forward rotating cavitation is
explained by superimposing two basic propagations of different
break-off information.
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Condensation During Discharging
of Pneumatic System
In order to make sure what factors have an effect on condensation, a mathematical model
has been established for the discharging process of a pneumatic system using the fluid
grid theory, an analytic equation has been derived to determine the maximum humidity of
air during discharging of pneumatic system, and an analytic equation has been estab-
lished as the first necessary condition for the determination of internal condensation in a
pneumatic system. Flowing air may produce water droplets in a pneumatic system when
the system satisfies the first necessary condition. An analytic equation has been developed
as the second necessary condition for determination of internal condensation in a pneu-
matic system by introducing stroke and establishing an analytic equation for the stroke.
The water droplets produced by satisfaction of the first necessary condition form drops of
water inside the system when the system satisfies the second necessary condition. Internal
condensation does not occur when the system does not satisfy the first necessary condi-
tion, and internal condensation occurs only when the system satisfies both conditions at
the same time. The experimental results indicate that the points of internal condensation,
external condensation and no condensation exhibit a regular distribution on the plane
formed by the dimensionless volume of the discharging pipe and the average velocity of
air, and the plane can then be divided into regions, providing a graphic discrimination
method for determination of condensation in a pneumatic system.
@DOI: 10.1115/1.1758261#

1 Introduction
Condensation occurs in a pneumatic system when water drop-

lets are produced as the air pressure reaches or exceeds the satu-
rated steam pressure during expansion. It can be divided into in-
ternal condensation~water droplets inside a component! and
external condensation~water droplets outside a component!.
When condensation occurs in a pneumatic system, the life of its
components is decreased while the failure rate of the system is
increased. The discrimination of condensation in a pneumatic sys-
tem is therefore of great significance.

Zhang Hu-ping@1# analyzed the condensation during the dis-
charging of a pneumatic system using the bond graph theory and
the cold shrinkage theory, discussed the conditions for condensa-
tion with experimental results, and suggested the condensation
shrinkage boundary curves for no condensation.

Prof. Wang Zu-wen@2# studied the mechanism of condensation
in a pneumatic system through experiments, pointed out different
factors and their effects on condensation, and suggested measures
to prevent condensation.

This research indicates that condensation in a pneumatic system
is a complicated phenomenon involving many factors. The size
and shape of the pneumatic components, such as the volume of a
cylinder, the inner diameter and the length of a discharging pipe,
will affect the humidity and velocity of air in a pneumatic system
during discharging. The initial status of the compressed air, such
as the temperature, the humidity and the pressure will also influ-
ence its humidity and velocity. The air humidity and velocity dur-
ing discharging will determine condensation status during dis-
charging directly. The major contributions of this paper include:
~1! Analytic equations are derived for the pressure, mass flow rate,
and noncondensational maximum humidity of air during discharg-
ing using the fluid grid theory;~2! The first necessary condition is
proposed for the condensation in a pneumatic system using the
equilibrium condensation theory. Water droplets are produced
when a system satisfies the first necessary condition;~3! An air

stroke concept is introduced and the equation for calculating the
air stroke is derived. The second necessary condition is proposed
for the condensation in a pneumatic system according to the con-
cept of the air stroke. The water droplets produced in the system
will be kept in the system and internal condensation occurs when
a system satisfies the first and the second necessary condition. The
two necessary conditions proposed in this paper are directly de-
termined by both the size and shape of system components and
the initial state of the compressed air of the system. A large num-
ber of experimental results indicate that the points at which inter-
nal condensation, external condensation, and no condensation cre-
ate a certain regular pattern on the plane formed by the
dimensionless volume and average velocity of discharging pipes.
A graphic discrimination method is therefore proposed for deter-
mination of condensation in a pneumatic system.

2 Establishment of Mathematical Model

2.1 Basic Equations. It is established through analysis of
experimental phenomena that internal condensation occurs in a
system consisting of a smaller container and a longer air pipe. A
model as shown in Fig. 1 is used for study on air flow in an air
pipe.

It is assumed that@3#

1. The air flow in the container is a uniform flow except near
the outlet.

2. The air flow is an axisymmetric flow without tangential ve-
locity.

3. The air flow is a small disturbance.
4. Viscous force is small because of the compressibility of air.
5. The inside diameter of pipe is smaller than the wave length

of the air flow.
6. The pipe length is so much greater than the inside diameter

of the pipe that the effect of the pipe end is neglected.
7. The mass force is neglected.

The continuity Eq.~3! that satisfies assumptions 1–7 is

]r

]t
1

]~ru!

]x
50 (1)
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It is assumed@3#: ^1& ]2u/]x2!]2u/]r 2, ^2& u•]u/]x!]u/]t,
namelydu/dt5]u/]t.

The N-S equation and energy Eq.~3! that satisfies assumptions
1–7 is then:

]u

]t
52

1

r
•

]p

]x
1

v
r
•

]

]r S r
]u

]r D (2)

rcp

]T

]t
5

]p

]t
1

K

r
•

]

]r S r
]T

]r D (3)

The ideal gas state equation is

p5rRgT (4)

2.2 Approximate Solution to Basic Equation. The lossless
fluid model is used, i.e. it is assumed that@3#

1. The air viscosity in the pipeline is so much smaller that it
can be neglected, i.e.n50.

2. There is no heat exchange between air and pipe wall, i.e.
K50, and no heat exchange between air inside and outside of the
pipe.

3. The radial distribution of air temperature is uniform, i.e.
]T/]r 50.

4. For nonsteady flow,r]u/]t@u]r/]x.

From Eqs.~1!, ~2!, ~3!, and~4!

]P

]x
52

s

A
Q,

]Q

]x
52

As

a2 P (5)

The series impedanceZ, parallel admittanceY, propagation con-
stantG, and characteristic impedanceZc are than as follows

Z5
1

A
s, Y5

A

a2 s, G5
s

A
, Zc5

a

A
(6)

It is assumed that

1. The impedance at the beginning of pipe isZ0(s) when x
50 and the impedance at the end of pipe isZL(s) whenx5L.

2. Disturbing pressureP0(s) is a step signal, and its quadrant
function isP0(s)5p0 /s.

3. Z0(s)5Zc(s), and the expression of solution to Eq.~5! is
then as shown below.

P~x,s!5
p0~shG~s!~L2x!1Z8chG~s!~L2x!!

s~11Z8!~chG~s!L1shG~s!L !
(7)

Q~x,s!5
p0~chG~s!~L2x!1Z8shG~s!~L2x!!

s~Zc~s!1ZL~s!!~chG~s!1shG~s!L !
(8)

where

Z85
ZL~s!

Zc~s!
(9)

Solving Eq.~7! and Eq.~8! by the traveling wave method, the
variation in pressure and mass flow rate are:

Dp~x,t !5
p0

2
$U~ t2t1!1BU~ t2t2!% (10)

Dq~x,t !5
p0

2Zc
$U~ t2t1!2BU~ t2t2!% (11)

where

B512~12h!e2s0~ t2t2! (12)

U(t2t): unit functionU(t2t)5$0,t,t
1,t.t , andt1 ,t2 : are propaga-

tion time of wave, respectively.

t15
x

a
, t25

~2L2x!

a
(13)

h5
RL2Zc

RL1Zc
, s05

A•a

V
, RL5

a

A1
(14)

The pressure and mass flow rate are

p5p~x,t !5ps1Dp~x,t !, q5q~x,t !5Dq~x,t ! (15)

2.3 Comparison Between Experimental and Calculated
Results. The pressure during discharging of the pneumatic sys-
tem is calculated using the approximate solution in this paper, and
is then compared with the actual measurement. The result of this
comparison indicates that there is a very good agreement between
the calculated result obtained with the lossless fluid pipeline
model and the actual measurement, as shown in Fig. 2. The air
pressure curves shown on the figure are the results of calculations
made withV53.20(cm3), d52.5(mm), L51.3(m). The dotted
lines stand for experimental results, while the solid lines stand for
the results of calculation.

For the study of condensation during discharging of pneumatic
systems, the following may be used:

1. A lossless pipeline model.
2. The flow impedance at the beginning of pipe is a flow resis-

tance, equal to the characteristic impedance.
3. The flow impedance at the end of pipe is a flow resistance

plus flow capacitance in series. The pressure and mass flow rate
can then be calculated using Eqs.~10!, ~11!, and~15!.

3 Theoretical Discriminant for Internal Condensation

3.1 First Necessary Condition for Internal Condensation
The following is obtained using the adiabatic state equation, Cla-
payron’s equation, and the ideal gas state equation:

Fig. 1 Schematic diagram of discharging of pneumatic system

Fig. 2 Comparison between calculated and experimental re-
sults obtained with lossless pipeline model and average fric-
tion pipeline model „at outlet of small container …
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T5T~x,t !5
Ak psp

~121/k!

Rgrs
(16)

From the definition of relative humidity, Clapayron’s equation
and Dalton’s law, the relative humidity of gas before condensation
occurs is as follows@1#:

w5w~x,t !5
px0

~x010.622!p`~T!
(17)

wherep`(T) is obtained using experimental Eq.~4!

p`~T!51011.405122353/T (18)

When t.2l 2x/a, U(t2t)51. The step of pressure during
discharging is negative, sop0,0. The partial derivative of the
temperature and humidity tox and t can be obtained from Eq.
~10!, Eqs.~16! and ~17! as shown below.

]T

]x
,0,

]w

]x
.0,

]T

]t
,0,

]w

]t
.0 (19)

Let t5TS, whereTSis the total discharging time. It is assumed
that the discharging process ends when the air pressure is (1
10.00001) times ambient pressure.

Let x5L, the discharging time can be obtained using Eq.~10!.

TS5
L

a
2

lnS 2
2pa

p0~12h!105D
s0

(20)

The maximum humidity of air at the outlet of container during
discharging is obtained using Eq.~21!:

wmax5w~L,TS!5
x0p~L,TS!

~x010.622!1011.405122353/T~L,TS! (21)

where

p~L,TS!5ps1
p0

2
@22~12h!e2s0~TS2L/a!# (22)

T~L,TS!5
Ak psp

~121/k!~L,TS!

Rgrs
(23)

According to the equilibrium condensation theory~5!, equilib-
rium condensation means the cold shrinkage which occurs when
the vapor pressure reaches the saturated status. The first necessary
condition for internal condensation can be expressed that the
maximum humidity of air at the outlet of container should be
equal to 100%. But condensation does not necessarily occur in the
system under this condition because the water droplets produced
in the system will move with the air flow.

3.2 Second Necessary Condition for Internal Condensa-
tion. The air discharging velocity at the outlet of the pipe could
be calculated by@4–6#:

u5
q

r•A1
(24)

The case oft.2l 2x/a is discussed.
The partial derivatives of absolute values of mass flow rate and
velocity to x are obtained using Eqs.~11! and ~24!.

]uqu
]x

,0,
]uuu
]x

,0 (25)

The average velocity of air at the outlet of container during
discharging time is obtained as shown below.

um5
kAk ps@ps0

21/k112pa0
21/k11#

A1Zcs0rs~k21!TS
(26)

where

ps05ps1
p0

2
~11h! (27)

pa05~pa11025pa! (28)

S, the distance covered by the air at the outlet of container
during discharging time is obtained as shown below.

S5
kAk ps@ps0

21/k112pa
21/k11#

A1Zcs0rs~k21!
(29)

By introducing a dimensionless strokeS̄

S̄5
S

L
5

kAk ps@ps0
21/k112pa

21/k11#

LA1Zcs0rs~k21!
(30)

The temperature of the air drops dramatically during discharg-
ing as a result of the expansion of the air. It happens quite often
that the temperature of the air drops below the dew point, as the
temperature of the air in the system is very low, and when this
happens, the first condition for internal condensation is satisfied.
When the velocity of the air is high, the droplets flow out from the
system through the pipe, and as a result, internal condensation
does not occur. In order to judge whether internal condensation
will occur when the first necessary condition (wmax5100%) is
satisfied, stroke can be used. If the stroke is comparatively longer
than the pipe, it can be expected that the droplets will flow out
from the systems, and internal condensation will not occur. If the
stroke is shorter than the pipe, it may be expected that droplets
will remain in the system and internal condensation will occur.

The second necessary condition for internal condensation is as
follows

S<L or S̄<1 (31)

When the pneumatic system satisfies the first and the second nec-
essary conditions simultaneously, the internal condensation will
occur.

3.3 Comparison Between Experimental and Calculated
Results. The relationship between dimensionless stroke and
length of discharge pipe according to Eq.~30! is shown in Fig. 3
whereV53.62 cm3, d52.5 mm,d150.7 mm. Here the solid line
stands for the calculated results, while symbols ‘‘s’’ and ‘‘ * ’’
stand for the experimental results of internal condensation and
non-condensation respectively. They show experimental results of
internal condensation/non-condensation in different experimental
configurations. Because of the small volume, the rapid discharg-
ing process, and the low air temperature, the first necessary con-
dition would be satisfied without doubt. According to the second
necessary condition, the experimental results spread in the region

Fig. 3 Discrimination of internal condensation based upon di-
mensionless stroke and experimental results
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S/L.1 will not create condensation. While if the experimental
results drop into the regionS/L%1, internal condensation occurs.

The experimental and calculated results show that the second
necessary condition for internal condensation can be used for dis-
crimination of internal condensation by checking if there are wa-
ter droplets resulting from expansion of air remain in the system.

The experimental results were obtained using different lengths
of discharging pipe. In this experiment, a total of 56 different
lengths of discharging pipe, varying from 100 mm to 12950 mm,
were chosen and optimized for experimental configuration. Figure
3 shows that the 56 result points are close each other. It indicates
that the experimental data has repeatability.

4 Experimental Research and Graphic Discrimination
Method

4.1 Experimental Research. The experimental setup,
shown in Fig. 4, consists of an air supply including air compres-
sor, air-cooled cooler, cooling dehumidifier, relief valve, shutoff
valve, reversing valve, tank for air supply, experimental container,
timer and a certain length of pipe, strain gauge, recorder,
computer.

The charging process begins when the reversing valve opens
and the air flows into the container. When the predetermined
charging time has elapsed, the discharging process begins. When
the predetermined discharging time has elapsed, the process is
repeated. System elements such as the pipe and container can be
checked for internal or external condensation after the charging
and discharging process is repeated several times.

The air supply pressure can be adjusted by the relief valve
during the experiment. The air supply has a pressure of 0.5 Mpa,
a dew point of 2°C;3°C, an inlet temperature of 15°C, an am-
bient temperature of 25°C, and an ambient humidity of 35%
;40%.

The charging and discharging time is set by the timer. The
repetitions of charging and discharging are recorded by a counter.

The charging and discharging pipes are transparent pipes cut to
the required length. The air supply temperature can be adjusted
using a constant temperature and humidity cabinet. The dew point
of the air supply can be controlled by an air-cooled cooler. The
pressure sensor type PGM-10KC is used. The air temperature is
measured by a thermistor. The temperature and humidity of the air
supply is measured by a hygrothermograph. And the dew point is
measured by a dew thermometer.

In the author’s experimental configuration, a total of 20 cylin-
ders of different volumes ranging from 1922.66 mm3 to 206,088
mm3 were used. For every volumetric size of cylinder, there are
four different inner diameters of the discharge pipes, namely 2
mm, 4 mm, 5 mm, and 6 mm. Combining the different cylinders
with the different inner diameter pipes, a total of 80 combinations
could be configured. For every combination, more than 10 lengths
of the discharging pipe varying from 100 mm to 20,000 mm were
chosen, optimized for the experiment. This allowed for the selec-
tion of lengths so that those near the critical values of condensa-
tion and noncondensation would vary by no more than 10 mm.
More than 1000 experiments were made. For every single experi-
mental configuration, the experimenter observed the water drop-
lets on the exterior and interior of the pipe during eight hours of
continuous operation.

4.2 Graphic Discrimination Method for Condensation
The partial differential of the air average velocity tos0 andL/a at
the outlet of the container can be obtained using Eqs.~26! and
~20! as shown below.

]um

]s0
,0,

]um

]~L/a!
,0 (33)

The results of experimental data processing withs03L/a
5A•L/V as lateral coordinate and air average velocityum as lon-
gitudinal coordinate show that the experimental points at which
internal condensation, external condensation or noncondensation
occurs in a system with different elements, form a graph as shown
in Fig. 5. The symbols* , m, and3 stand for points of internal
condensation, external condensation and noncondensation respec-
tively, and the areas labeleda, b, andc stand for regions of
internal condensation, external condensation and noncondensa-
tion, respectively.

Observing the spread of experimental results, it can be noted
that:

Fig. 4 Experimental setup:
1: Pressure transducer
2: Temperature transducer
3: Strain gauge
4: Recorder
5: Computer
6: HY8021 date-sampling card
Container 1: Experimental container,
Cabinet1: Constant temperature cabinet,
Cabinet2: Constant temperature and humidity cabinet
7: Charge „discharge … pipe

Fig. 5 Graphic discrimination method
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1. when the average air velocity is faster than 102 m/s, exterior
condensation happens. It is called the exterior condensation area
and was denoted asc;

2. when the average air velocity is slower than 102 m/s, it is an
interior/noncondensation area;

3. when the average air velocity is slower than 88 m/s, and the
experimental results are located to the right of lineum5
2500 log(AL/V)/297110,000/99, interior condensation occurs
and was donated asa;

4. when the average air velocity is within 88 m/s and 102 m/s,
or it is slower than 102 m/s, and experimental results are located
to the left of lineum52500 log(AL/V)/2971100/9, no condensa-
tion occurs and was donated asb.

To verify the discrimination method, a few points from region
a, region b, and regionc were chosen. Table 1 shows the
experimental specific conditions and results.

Experimental results in Table 1 show that condensation can be
determined from the three regions shown in Fig. 5, when the
ambient humidity remains unchanged. The regions may move up
or down when the ambient humidity changes dramatically.

The experimental results obtained with systems of different vol-
umes and discharge pipes of different inner diameters and lengths
are shown in Fig. 5 including a total of 385 experimental points.
The abscissa is a combination of structural parameters of the sys-
tem instead of a single physical system. A combination may rep-
resent several physical systems~3–4 in this paper!. It can there-
fore be concluded that the experimental results in the internal
condensation regiona, no condensation regionb and external
condensation regionc have their generality.

The experimental results in Fig. 5 were obtained when the air
supply conditions and the environmental factors were fixed val-
ues. If these air supply conditions and the environmental condi-
tions change, the experimental results may change. The authors’
primary research indicated that there is a borderline between the
condensation region and the no condensation region, and the bor-
derline may move in parallel according to the air supply condi-
tions and the environmental factors.

5 Conclusion
In this paper, analytic equations for the first necessary condition

and the second necessary condition are proposed to predict con-
densation in a pneumatic system. Only the structural size & shape
of system components and the initial characteristics of the com-
pressed air are needed to determine the maximum humidity and
stroke during discharging. If the maximum humidity equals 100%,
and the system satisfies the first necessary condition, droplets are
produced in the system. When the stroke is less than or equal to
the length of the discharging pipe, the system satisfies the second
necessary condition. In this condition, the droplets produced by
satisfying the first necessary condition stay in the system and in-
ternal condensation occurs.

Experimental results indicate that the experimental points for
internal condensation, external condensation and no condensation
create an regular pattern on the plane formed by the dimensionless
volume and average velocity of discharging pipes, and this pattern
can be used for prediction of condensation in a pneumatic system.

Nomenclature

a 5 Speed of sound
A 5 Cross section of pipe

A1 5 Effective sectional area at the outlet of container
d 5 Inside diameter of pipe

d1 5 Internal diameter of orifice at outlet of container
k 5 Specific heat ratio
K 5 Thermal conductivity of fluid
L 5 Pipe length
p 5 Pressure
P 5 Laplace’s transform of pressure

pa 5 Ambient pressure
p0 5 Pressure step value
ps 5 Initial system pressure

p`(T) 5 Saturated vapor pressure in infinite plane
P0(s) 5 Quadrant function of disturbing pressure

q 5 Mass flow rate
Q 5 Laplace’s transform of mass flow rate
R 5 Flow resistance of pipe

Re 5 Reynolds number
Rg 5 Gas constant
Rl 5 Flow resistance at the end of pipe
RT 5 Turbulent resistance
R0 5 Flow resistance at the beginning end of pipe

s 5 Laplacian
S 5 Stroke

s0 5 General parameter of system
S̄ 5 Dimensionless stroke
T 5 Temperature
u 5 Axial velocity

um 5 Average velocity of air
V 5 Volume of container
Y 5 Parallel admittance
Z 5 Series impedance

Zc 5 Characteristic impedance of pipe
Zl(s) 5 Flow impedance at the end of pipe
Z0(s) 5 Flow impedance at the beginning end of pipe

G 5 Propagation constant
h 5 Reflectance for flow resistance at the end of pipe
n 5 Kinematic viscosity
r 5 Density

rs 5 Initial density of system
t 5 Propagation time of wave
w 5 Relative humidity

x0 5 Initial absolute humidity

Coordinate:x-axial coordinate, r-radial coordinate,t-time
coordinate.
Subscript: 0-parameter at the beginning end of pipe,L-parameter
at the end of pipe,s-Initial parameter.
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Flow Patterns of Ice/Water Slurry
in Horizontal Pipes
The authors have observed flow patterns of ice/water slurry flow through horizontal
circular pipes, and measured pressure loss for small diameter pipes, using three classes of
ice particles. The slurry flows are classified into three patterns, dispersed-particle flow,
cluster flow, and column flow. They are presented on a plane of two dimensionless pa-
rameters, the ice fraction f and the ratio of mixing energy to cohesion energy,pmix . The
pressure loss for small diameter pipes is estimated accurately by the formula proposed in
previous studies by the present authors based on experimental data for larger
pipes. @DOI: 10.1115/1.1760541#

1 Introduction
A new cool thermal energy transportation system utilizing ice/

water mixture flow is under development to increase the energy
carrying capacity of the medium in future district cooling systems.
Many experimental studies have been conducted to clarify the
flow and heat transfer characteristics of ice/water slurry@1–4#. In
a previous study, the present authors have shown that the flow
pattern of an ice-particle~or snow!/water mixture in a circular
pipe is quite different from the usual flow of a solid-particle/water
slurry flow due to the cohesive nature of the ice-particles. The
authors proposed experimental formulas to predict pressure losses
through horizontal and vertical pipes@4#. However, the parameters
governing the various flow patterns specific to ice/water slurry are
still unclear because a reliable method to estimate the cohesion
strength of ice particles in water has not been developed. In addi-
tion, pressure loss data are still lacking for small diameter pipes,
with an inner diameter of approximately 25 mm, commonly used
to supply cool thermal energy to the terminal consumers in prac-
tical district cooling systems.

The specific aim of the present work is to investigate the rela-
tionship between flow patterns and cohesion strength, and to give
a formula estimating pressure loss in such small diameter pipes.

2 Samples
Three types of ice particles of different size are used as samples

because the cohesion strength depends strongly on particle size.
Polypropylene beads with size and density comparable to those of
the ice particles are also used for comparison. Photographs of the
samples are shown in Fig. 1. The mean diametersdp and densities
r of the samples are:

a. Chipped ice (dp510 mm,r5917 kg/m3), made in a com-
mercial refrigerator;

b. Granulated snow (dp53 mm,r5917 kg/m3), gathered from
local spots in winter or made by cracking ice chips, and sieved out
in each case. The sieve mesh size is 5 mm;

c. Fresh snow (dp51 mm,r5917 kg/m3), gathered within 24
hours after snowfall; and;

d. Polypropylene beads (dp54 mm,r5908 kg/m3), used as
reference because of their non-cohesiveness.

3 Cohesion Strength
The cohesion strength of ice particles in a slurry flow should be

defined as resistance stress, which could be obtained by a tensile
or shearing test performed in 0°C water on a test piece formed
with ice particles. However, such tests were unsuccessful because
the ice-particle test pieces were not strong enough to bear the
tensile or shearing tests. So far, only the compression test on a
cylindrical test piece devised earlier by the present authors@5#
could provide definite information on the value of cohesion
strength among ice particles. Therefore, compressive yield stress
is used in this paper as a measure of the cohesive nature of ice
particles.

Figure 2 shows the ice particle cylinder compression test pro-
cedure. The test piece is formed in the air by softly and naturally
packing the particles in a circular pipe mold with an inner diam-
eter of 65 mm and a length of 65 mm. It is placed on the bottom
of vacant cold-water bath, and the mold is removed leaving the
test piece without giving deformation to the test piece, as shown
in Fig. 2 ~1!. A ram suspended by two setting pins is put on the
upper surface of the test piece without adding load on it~Fig. 2
~2!!. After adding 0°C water to fully submerge the test piece as in
Fig. 2 ~3!, the loadw is added abruptly by pulling off the setting
pins ~Fig. 2 ~4!!.

In the case of chipped ice, the test piece scatters into particles
upon submersion in water. Hence, the yield stress of chipped ice
test piece can be estimated by the following equations, assuming
that it is broken by the compression due to the buoyancy:

sy<Vi~rw2r i !g/~pd0
2/4!, (1)

Vi5 f ~pd0
2/4!h0 , (2)

where,
Vi : substantial volume of ice in a test piece;
f : ice packing fraction in volume;

50.5 for the chipped ice;
rw : density of water;
r i : density of ice;

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
August 3, 2003; revised manuscript received December 19, 2003. Associate Editor:
D. Siginer.

436 Õ Vol. 126, MAY 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



d0 : initial diameter of test piece; and,
h0 : initial height of test piece.

The granulated and fresh snow test pieces are compressed
slightly while their diameter remains unchanged when the loadw
is small. Whenw is increased, the upper part of the test pieces are
crushed into particles and the lower part with a heighth remains
almost unchanged in diameter. Whenw is larger than a certain
value, the test piece is completely crushed into particles. Since
this fracture behavior of the ice-particle cylinder in the compres-
sion test resembles that of brittle materials, it seems reasonable to
assume that the compressive yield stresssy in the compression
test is proportional to the shearing yield stressty from the theory
of strength of materials. Hence, the following values ofsy deter-
mined from the results of the compression test is used in Section
5.2 as the measure of the cohesion strength of ice particles, since
the relative magnitude is needed for the dimensional analysis.

Figure 3 shows the relationship between the compression ratio

r h and the compression stresss defined by

r h5~h02h!/h0 , (3)

s5w/~pd0
2/4!, (4)

where
h: test piece height after adding the loadw.

The initial diameterd0 is used to define the stresss, since the
change in diameter is small during compression.

The data in Fig. 3 scatter considerably due to the fact that the
size and shape of the ice particles are not so precisely controlled.
However, the magnitude ofs is definitely different for the granu-
lated and the fresh snows. The compressive yield stresssy is
determined as the lowest value ofs at r h51, i.e. when the test
piece is crushed completely.

The compressive yield stresses of test pieces are thus deter-
mined as indicated in Fig. 3, giving the following values:

a. Chipped ice,sy<0.03 kPa,
b. Granulated snow,sy50.7 kPa,
c. Fresh snow,sy51.9 kPa.

In the following analysis, we use the maximum value, 0.03 kPa,
for chipped ice.

4 Experimental Apparatus for Pipe Flow
The flow pattern of ice/water slurry flow through horizontal

circular pipes was observed and the pressure loss was measured
for three small diameter pipes, with an inner diameter ofD526,
35, 50 mm. As seen in Fig. 4, the motion of ice particles was
recorded by a video camera mounted on a carrier moving with a
velocity equal to the flow velocity.

Transparent acrylic pipes, used for the observing section, were
set in a square-cross-section jacket filled with water to remove
lens effect.

The ice-fractionf was measured by an instrument developed by
the present authors based on the electric conductivity method@6#.
The flow rate of slurryQ was measured by an electro-magnetic
flow meter and the flow velocityU was defined asU
54Q/(pD2). The pressure difference between two 1 mm diam-
eter pressure holes set at the upstream and downstream ends of the
test section was measured using a pressure transducer.

5 Flow Patterns

5.1 Observation of Flows. Figure 5 shows three flow pat-
terns for chipped ice/water slurry with an ice fractionf 520%, in

Fig. 1 Test particles

Fig. 2 Procedure of the compression test

Fig. 3 Relationship between compression ratio r h and com-
pressive stress s
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a pipe with an inner diameterD535 mm. The frames were taken
at 0.3 s intervals by a camera moving at the same speed as that of
the flow. The flow direction is from right to left, and the flow
velocity was decreased gradually from~a! to ~c!. The diagram at
the bottom of each column illustrates the flow pattern.

When the flow velocityU is high enough, ice particles do not
coalesce and dispersed particles move separately, as seen in Fig.
5~a!. When a particle approaches the pipe wall, another moves
from the wall to the center simultaneously, showing that ice par-
ticles are carried by the mixing motion of turbulent vortices.

At a medium velocity~Fig. 5~b!!, ice particles coalesce to form

clusters, which move with velocityU in the pipe at positions
somewhat closer to the upper wall due to their buoyancy, keeping
their shape almost unchanged.

When the velocity is even lower, the clusters coalesce and be-
come axially continuous, forming a column as seen in Fig. 5~c!.
This ice-particle column also moves with a velocityU and its
shape does not change during the observation period.

When the ice fraction is very high, the ice-particle column fills
the whole cross section of the pipe and becomes a solid bar with
considerable strength. An example of this flow, which was ob-
served at the outlet of a test plant pipeline for the hydraulic con-
veying of snow, is shown in Fig. 6. A long solid snow-particle
column is seen to flow out continuously at the pipe exit, which,
subsequently, is broken into pieces due to gravity.

Figure 7 shows the slurry flow of polypropylene particles~some
beads are colored for observation!, which have a density close to
that of ice, but not the cohesive nature. At a high flow velocity the
motion of ice particles and polypropylene beads is similar, as seen
by comparing Fig. 5~a! and Fig. 7. However, the flow patterns of
the ice-particle slurry at lower flow velocities, as seen in Fig. 5~b!
and~c!, were not observed for the polypropylene-bead slurry flow.
Gravity plays an important role in non-cohesive, coarse particle
slurry, as demonstrated by the bead slurry. Their flow patterns can
be classified into categories related to pressure loss and velocity as
shown in Fig. 8@7#. In ice/water slurry flows, gravity has only a
slight influence and the flow patterns are quite different due to
particle cohesion at low flow velocities.

In ice/water slurry, ice particles were moving at almost the
same velocity, irrespective of the flow velocity and ice fraction.
This behavior is quite different from that of ordinary rigid-
particle/water slurry, in which the particles are likely to deposit on
the bottom of pipes and to accumulate, creating stationary or
slowly moving layers.

Fig. 4 Pipeline diagram

Fig. 5 Flow pattern of ice Õwater slurry for chipped ice „DÄ35 mm, fÄ20%…

438 Õ Vol. 126, MAY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Consequently, ice/water slurry flow can be classified into the
following three patterns:

1. Dispersed-particle flow: Ice particles do not coalesce, mov-
ing separately. This is equivalent to the pseudohomogeneous flow
of ordinary solid/liquid slurry two-phase flow, as shown in Fig. 8.

2. Cluster flow: Ice particles coalesce to form clusters and flow
through a pipe, keeping their shapes un-deformed.

3. Column flow: The clusters coalesce to form an axially con-
tinuous column. In the case of high fraction, this flow becomes a
cylindrical rigid body filling the pipe.

The transition of these patterns with a drop in pressure is shown
in Fig. 9. When the flow velocity is decreased from a high enough
value, the flow pattern changes fromdispersed-particle flow to
cluster flow, and then tocolumn flow. Given the same pipe diam-
eterD and particle diameterdp , the boundary values of velocity
decrease with ice fractionf.

When Fig. 8 is compared with Fig. 9, two remarkable differ-
ences can be found between them:

1. The saltation and the stationary bed flows in Fig. 8 are not
observed in ice/water slurry, however, the cluster and the column
flows appear instead.

2. The pressure loss of the ice/water slurry increases with the
velocity, i.e., no minimum appears in the pressure loss curve. This
profile of the pressure drop curve also suggests that the cohesive
nature of ice-particle dominates the ice/water slurry flow, while
gravity is dominant in ordinary solid/liquid slurry flow.

5.2 Dimensionless Numbers. Usually the Froude number
Fr is adopted as the parameter dominating the patterns of solid/
liquid flows, asFr is the ratio of the agitating effect of flow to the
settling effect of particles due to gravity. However, observation of
ice/water slurry flows shows that the influence of gravity is small
and the cohesion of ice is dominant. Hence, in addition to the ice
fraction f, a new dimensionless parameter that includes the cohe-
sion strength of ice particles must be introduced for ice/water
slurry.

For this purpose, a flow condition is assumed to be specified by
pipe diameterD, flow velocity U, ice fractionf, ice particle diam-
eter dp , and its cohesion strengthty . Where particles are dis-
persed over the entire pipe cross-section, as in Fig. 10, the energy
required to disperse particles for pipe lengthL is

Emix5SDty (5)

where

Fig. 6 High ice-fraction column flow at a pipeline outlet

Fig. 7 Pseudo-homogeneous flow of beads „DÄ35 mm, U
Ä1.5 mÕs, fÄ20%… „The camera is moving with the flow …

Fig. 8 Usual solid Õliquid two-phase flow patterns

Fig. 9 Pressure loss and flow patterns vs. velocity
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S: Total of surface of dispersed particles

If we denote the volume of an ice particle byvp and its surface
sp , then the total volume of ice particlesVi and their total number
Ni are,

Vi5~p/4!D2L f (6)

Ni5Vi /vp (7)

Hence,

S5spNi5sp~Vi /vp!5~p/4!D2L f ~sp /vp! (8)

By substituting Eq.~8! into Eq.~5! and representing the energy in
terms of unit volume, we have

emix5Emix /~~p/4!D2L !5D f ty~sp /vp! (9)

The ratio of surface to volumesp /vp depends on the shape of
the particles and distribution of particle size. If all of the particles
are spheres with identical diameters, thensp /vp56/dp . Hence, it
is assumed thatsp /vp is proportional to 1/dp with dp defined as
the mean particle diameter. Sinceemix is the energy required to
disperse the particles per unit volume, the ratio of agitating energy
of flow rwU2/2 to emix can be a parameter governing the flow
patterns. According to the conventional definition of the Froude
number, a non-dimensional parameter is defined as the square-root
of the ratio by the following equation:

pmix5A~~rwU2dp!/~ f syD !! (10)

Here, the cohesion strengthty is replaced bysy , the compressive
yield stress, and proportional factors are neglected because they
are not essential.

The flow patterns observed in this work, i.e. for pipes with
diametersD526, 30, 50 mm and three kinds of ice particles, are
all plotted on thepmix2 f plane in Fig. 11. The results for aD
580 mm pipe obtained in the earlier work on the hydraulic con-
veying of snow@8# are also included in Fig. 11. The regions of the
three flow patterns are well separated in the plane irrespective of
D. However, the consistency is rather poor among slurries of dif-
ferent particles. This may be attributed to the fact that the size and
shape of ice particles cannot be represented accurately by the
mean diameterdp , and thatsy obtained by the compression test
does not closely represent the cohesion strength of particles in
slurry flow.

6 Pressure Losses
Pressure loss data are reduced to the excess pressure loss coef-

ficient f, and plotted against the Froude numberFr, defined by
the following equations:

f5~ i 2 i w!/~ f i w! (11)

Fr 5U2/~gDu12su! (12)

where
i: pressure drop per unit length for mixture flow;
i w : pressure loss per unit length for water flow;
f: ice fraction;
U: mean velocity;
g: acceleration due to gravity;
D: inner pipe diameter; and,
s: specific density of ice~50.917!.

Fig. 10 Schematic diagram of flow

Fig. 11 Flow patterns of ice Õwater slurry „DÄ26,30,50,80 mm …

„Particles: fresh snow, granulated snow, and chipped ice …

Fig. 12 Excess pressure loss coefficient
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Figure 12 shows the excess loss coefficient of chipped ice/slurry for the
three pipes with inner diameterD526, 35, 50 mm. The results of the other
slurries, i.e. fresh snow, granulated snow and polypropylene bead, col-
lapsed on the same region, and are thus omitted here. The solid line rep-
resents the following empirical formula obtained from experiments using
larger PVC pipes,D580 mm @4#:

f520.5123Fr 20.82 (13)

Results of the present work, seen in Fig. 12, agree strongly with
the solid line regardless of particle type and pipe diameters. The
pressure loss is almost the same as that of pure water becauseFr
is large in this experiment due to small pipe diameter. To be noted
is that the pressure loss for the chipped ice slurry, whose diameter
~10 mm! is nearly half the pipe diameter, is almost the same as
that of pure water.

Note that whenFr is larger than 106, Eq.~13! becomes nega-
tive, that is, pressure loss becomes smaller than that of pure water
flow. This phenomenon has been confirmed in some studies of
solid/liquid flow @9,10#. As the experimental results may have
some dispersion in our ice/water slurry, the critical value is not
strictly 106.

7 Conclusions
The conclusions of this work are summarized below:

1. The flow behavior of ice/water slurry in pipes is quite dif-
ferent from usual solid-particle/liquid slurries due to the cohesion
strength among ice particles.

2. The flows of the ice/water slurry are classified into three
patterns:column flow, cluster flowand dispersed-particle flow.
While the dispersed-particle flow is equivalent to the pseudo-
homogeneous flow, the column and the cluster flows are charac-
teristic of ice/water slurry, and are not observed in ordinary solid/
liquid flow.

3. The criteria of these flow patterns are presented on a plane
of two dimensionless parameters, i.e. the ice-fractionf and the
mixing parameterpmix .

4. The pressure loss of ice/water slurry through small diameter
pipes, say two or three times larger than the particle diameter of
chipped ice, is predicted accurately by the formula previously
proposed by the present authors@11#.
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A Numerical Analysis of Vapor
Flow in Concentric Annular Heat
Pipes
A numerical method based on the SIMPLE algorithm has been developed for the analysis
of vapor flow in a concentric annular heat pipe. The steady-state response of a concentric
annular heat pipe to various heat fluxes in the evaporator and condenser sections are
studied. The fluid flow and heat transfer in the annular vapor space are simulated using
Navier-Stokes equations. The governing equations are solved numerically, using finite
volume approach. The vapor pressure and temperature distributions along a concentric
annular heat pipe are predicted for a number of symmetric test cases. The vapor flow
reversal and transition to turbulence phenomena are also predicted. The results are com-
pared with the available numerical data and have shown good agreement in all cases.
Therefore, the vapor flow model developed in this paper has shown good accuracy and
convergence behavior in the range of low to moderate radial Reynolds numbers.
@DOI: 10.1115/1.1760549#

1 Introduction
Heat pipes are the most effective passive method of transferring

heat available today. Heat pipes can transmit heat at high rates and
have a very high thermal conductance. They can transfer heat with
low temperature drop and quick response time in a wide range of
temperature.

A concentric annular heat pipe~CAHP!, as shown in Fig. 1,
consists of two concentric pipes of different diameters attached to
each other by means of end caps, which create an annular vapor
space between the two pipes. Wick structures are placed on both
the inner surface of the outer pipe and the outer surface of the
inner pipe. There are, however, only a limited number of works
concerning the CAHP in the literature. CAHPs are more effective
than conventional heat pipes and can be used in many applications
including energy conversion systems, cooling of diesel-engine
pistons@1#, cooling of electronic equipments@2#, air conditioning
devices, heat recovery systems, furnace applications, high perfor-
mance space applications, temperature and humidity control, etc.

The vapor flow in heat pipes has been investigated by various
authors in the past 40 years. A basic theory was developed by
Cotter@3# which has been used since then as a basis for heat pipe
design. The flow of vapor was studied in one-dimensional form by
Busse@4#. Bankston and Smith@5# modeled the flow of vapor
using the stream function and vorticity formulation and deter-
mined numerically the pressure and velocity ditributions. Rohani
and Tien@6# studied the influence of pressure drop on the tem-
perature distribution in heat pipes using sodium as a working
fluid. In their analysis the momentum equations were used in
terms of stream function and vorticity coupled with the energy
equation in terms of enthalpy. Chi@7#, Dunn and Reay@8#, and
Faghri@9# have published many techniques, theories and applica-
tions of different heat pipe structures. Faghri@10# analyzed a two-
dimensional, steady and incompressible flow of vapor in a CAHP.
A parabolic form of the governing equations of motion was used
for the solution of the vapor flow in the evaporator, adiabatic, and
condenser sections of the heat pipe. He assumed a zero axial
velocity at the evaporator inlet and a fully developed profile at the
inlet of the adiabatic and condenser sections. Due to these as-
sumptions, an implicit marching finite difference method is pos-
sible. Faghri and Parvani@11# have also studied all features of the

laminar vapor flow in a CAHP using a complete two-dimensional
incompressible model. Faghri@12,13# also compared various
models for vapor flow analysis in the CAHPs. He found that there
is no substantial difference between the parabolic and elliptic
models but the elliptic model provides more complete simulation
of vapor flow than the parabolic model. He experimentally com-
pared the performance characteristics of a copper-water CAHP
with a conventional one with the same outer diameter. He reported
80 percent increase in heat transfer for the CAHP case.

In this paper, a numerical method based on an innovative
SIMPLE algorithm has been used for the analysis of vapor flow in
the CAHPs. Here, the main object is the verification of this inno-
vative SIMPLE algorithm and not dealing with the physics of the
operation in annular heat pipes or making some developments in
the previous models. The algorithm is developed based on a stag-
gered grid system in order for the study of the dynamics of in-
compressible vapor flow at low and moderate radial Reynolds
numbers in annular heat pipes, for both symmetric and asymmet-
ric heat addition or rejection conditions. Symmetric heat addition
and rejection condition is a condition such that all radial Reynolds
numbers in the evaporator and condenser sections are the same.
Any other condition is considered as an asymmetric condition.
QUICK differencing scheme@14# due to its higher accuracy are
used for the treatment of convective fluxes, while central differ-
encing scheme is employed for diffusive fluxes. The vapor pres-
sure and temperature distributions along a CAHP are predicted for
a number of symmetric and asymmetric test cases. The vapor flow
reversal and transition to turbulence are also predicted. The pro-
posed SIMPLE algorithm has shown good convergence behavior
at low and moderate radial Reynolds numbers, and even near the
transition to turbulence.

2 Governing Equations
If we introduce a general variablef, the conservative form of

mass, momentum and energy equations for a laminar steady vapor
flow in cylindrical coordinate system can be written in a general
form as:

1

r

]

]r F r S rvf2Gf

]f

]r D G1
]

]z Frwf2Gf

]f

]z G
5Sf for f51,w,v,T (1)

whereGf andSf for various conservation equations are given in
Table 1.
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k and Cp are thermal conductivity and heat capacity of the
vapor at constant pressure respectively. The boundary conditions
of the vapor flow in the annular space are defined as follows~Fig.
1!.

w~0,r !5v~0,r !50, (2a)

w~L,r !5v~L,r !50, (2b)

w~z,Ri !5w~z,Ro!50 (2c)

v~z,Ri !5Vi~z!, (2d)

v~z,Ro!5Vo~z!, (2e)

P~0,r !50 (2f)

if the end caps of the heat pipe are insulated, then

]T

]z
~0,r !5

]T

]z
~L,r !50 (2g)

whereL5Le1La1Lc .
The evaporation and condensation are modeled as a uniform

injection and suction at the liquid-vapor interface with no phase
change assumption.

In this case, the radial blowing and suction velocities at the
inner and outer liquid-vapor interface are computed as:

Vj~z!5H 6Vj ,e i f 0,z,Le

0 i f L e,z,Le1La

7Vj ,c i f L e1La,z,L

(3)

Vj ,e5
q̇ j ,e

2pRjLerhf g
, (4a)

Vj ,c5
q̇ j ,c

2pRjLcrhf g
(4b)

the subscriptj 5 i , o indicates the locations of the prevailing ve-
locities and heat transfer at the inner and outer walls, respectively.
q̇ j ,e andq̇ j ,c are heat addition to the evaporator and heat rejection
from the condenser sections, respectively.6 signs express the
direction of the radial blowing and suction velocities.

The temperature at the vapor-liquid interface of the evaporator
and condenser is calculated approximately using Clausius-
Clapeyron equation.

Tint5
1

1

Tsat
2

R

hf g
ln

P

Psat

(5)

Psat andTsat are taken as a reference point and are equal to the
condition of the vapor-liquid interface at the end of the evaporator.
R is the vapor constant.

3 Method of Solution
The governing equations are discretised using a finite volume

approach. Only axial symmetric by the annular vapor space is
considered in the numerical analysis~Fig. 2!. For the numerical
analysis a uniform mesh size is used with 40380 cells for the
results of Fig. 4 and with 403200 for other figures.

Typical computational cells for a scalar and vector variables are
shown in Fig. 3. NodeP is located at the center of the central cell
and nodesE, W, S and Nare located at the center of the neigh-
boring cells. NodesEE, WW, SS and NNare the neighboring
nodes ofE, W, S, andN. To yield a discretized equation at a nodal
point P, multiplying Eq. ~1! by r and integrating over the two-
dimensional control volume of the cellP gives:

E
w

eH F r S rvf2Gf

]f

]r D G
n

2F r S rvf2Gf

]f

]r D G
s
J dz

1E
s

n

r H F S rwf2Gf

]f

]z D G
e

2F S rwf2Gf

]f

]z D G
w
J dr

5E
w

eE
s

n

rSfdzdr (6)

The face values in diffusion and convective terms are discretized
by using the central and QUICK differencing schemes@14#, re-
spectively. For example, these values for east face of the cellr
will be

S Gf

]f

]z D
e

5Ge

fE2fP

zE2zP
(7)
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Fig. 1 Schematic of a CAHP and coordinate system

Table 1 Gf and Sf for various conservation equations

Equation f Gf Sf

continuity 1 0 0

z—momentum w m 2
]p

]z

r—momentum v m 2
]p

]r
2m

]

r2

energy T
k

Cp

ST

Fig. 2 Grid arrangement in the vapor flow domain

Journal of Fluids Engineering MAY 2004, Vol. 126 Õ 443

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Similar expressions are used for the other faces. Substituting Eqs.
~7,8! into Eq. ~6!, the final generalized discretization equation is
as follows.

aPfP5(
nb

anbfnb1bf (9)

where the subscriptnb refers to the neighboring nodes of the node
P. Finally, the following coefficients are derived.
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1

8
FS

1

aP5aE1aW1aN1as1aEE1aWW1aNN1aSS

bf5
r n

22r s
2

2
~ze2zw!S̄f

where the superscript fluxesFk
1 andFk

2 (k5n,s,e,w) are defined
as follows

Fk
15max~0,Fk!, (10a)

Fk
252max~0,2Fk! (10b)

In the above equations, the diffusive and convective terms are
defined as follows.

De5Ger P

r n2r s

zE2zP
, (11a)

Dw5Gwr P

r n2r s

zP2zW
, (11b)

Dn5Gnr n

ze2zw

r N2r P
, (11c)

Ds5Gsr s

ze2zw

r P2r S
(11d)

Fe5rr P~r n2r s!we , (11e)

Fw5rr P~r n2r s!ww , (11f)

Fn5rr n~ze2zw!vn , (11g)

Fs5rr s~ze2zw!vs (11h)

Now we define the correctionf8(5w8, v8 or P8) as the differ-
ence between the correct fieldf (5w, v or P) and the guessed
field f* (5w* , v* or P* ).

we5we* 1de~PP8 2PE8 !, (12a)

ww5ww* 1dw~PW8 2PP8 ! (12b)

vn5vn* 1dn~PP8 2PN8 !, (12c)

vs5vs* 1ds~PS82PP8 ! (12d)

Pk5Pk* 1Pk8 , k5P,N,S,E,W (12e)

where

de5
r p~r n2r s!

~ap!e
, dw5

r p~r n2r s!

~ap!w
,

dn5
r n~ze2zw!

~ap!n
, ds5

r s~ze2zw!

~ap!s

With a guessed pressure fieldP* , discretised Eq.~9! for the
dashed control volumes around the facese, w, n or s in Fig. 3
yields for example fore as:

~aP!ewe* 5(
nb

anbwnb* 1r p~r n2r s!~pP* 2pE* ! (13)

If we follow the same procedure in Ref.@15#, the pressure correc-
tion equation is

aP,PPP8 5aP,EPE81aP,WPW8 1aP,NPN8 1aP,SPS81bP8 (14)

whereaP,E , aP,W , aP,N , aP,S , aP,P , and bP8 are given by the
following equations.

aP,E5
r@r p~r n2r s!#

2

~aP!e
, (15a)

aP,W5
r@r p~r n2r s!#

2

~aP!w
, (15b)

aP,N5
r@r n~ze2zw!#2

~aP!n
, (15c)

aP,S5
r@r s~ze2zw!#2

~aP!s
(15d)

aP,P5aP,E1aP,W1aP,N1aP,S (15e)

bP8 5r@~ze2zw!~r svs* 2r nvn* !1~r n2r s!r p~ww* 2we* !#
(15f)

4 Solution Procedure
The solution procedure of the discretised equations is based on

a line-by-line iteration method in the axial and radial directions
using a tri-diagonal matrix solver. The sequence of numerical
steps based on SIMPLE algorithm is as follows.

1. Initialize the velocity, pressure, and temperature fields
(w* ,v* ,T* ,P* ).

2. Solve Eqs.~9! for f5u andw.
3. Solve Eq.~14! for P8.
4. Correct the velocity and pressure fields by Eqs.~12a–d!.

Fig. 3 Schematic of the computational cells and nodes
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5. Solve Eq.~9! for f5T.
6. Check Eq.~16! for convergence, if it is satisfied, calculations

will be ended. Otherwise, replacew* ,v* ,T* ,P* and return
to step 2 and repeat the above procedure until convergence is
achieved.

The accuracy of the numerical solution is checked first by sum-
mation of the absolute value of the relative errors should be equal
or less than 1024. Second, the spot value should approach a con-
stant value. The relative error,RE, in the numerical procedure is
defined as:

RE5(
cells

Ufn112fn

fn11 U, f5w,v,P,T (16)

where superscriptn refers to the previous iteration.

5 Results and Discussion
A computer program has been developed for predicting the ve-

locity, temperature, and pressure fields of vapor along the annular
space of a copper-water CAHP. Using this program, various sym-
metric and asymmetric heat addition and rejection conditions have
been analyzed for the design parameters as given in Table 2.

Figs. 4a–c show the vapor flow streamlines along the CAHP at
low and moderate radial Reynolds numbers~Rer5rv jRj /m). The
radial Reynolds number is based on the radial blowing or suction
vapor velocity at the inner or outer vapor walls in the evaporator
or condenser section. Also, for a symmetric condition, the radial
Reynolds numbers of the evaporator and condenser are the same.
The axial velocity profile becomes fully developed in a short dis-
tance and stays parabolic all along the length of the heat pipe. In
addition, Figs. 4a–b show that flow reversal does not occur in the
condenser at low radial Reynolds numbers. But this result is not
generally correct for all heat pipes. It should be noted that the
location where the shear stress becomes zero is called the flow
reversal point. Faghri and Parvani@11# have reported that this
result is valid only when the condenser zone is short. For the heat
pipes with longer condenser lengths, flow reversal may occur for
lower radial Reynolds numbers. Experimental prediction of the
radial Reynolds number corresponding to the occurrence of flow

Table 2 Design parameters of the CAHP

Dimensions
~mm! Fluid Properties

Le5200 hfg52251.2
kJ

kg

La5600 Cp52.034
kJ

kg K

Lc5200 r50.5974
kg

m3

m5121.00e27 Pa.sec

Ro523.3 k50.0248
W

m.K
Ri514.85 Tsat5373.15 K

Fig. 4 Streamlines in the annular space at low to moderate vapor Reynolds numbers
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reversal in a heat pipe is quite complicated. But with the aid of
numerical simulation, one can predict the flow reversal condition
satisfactorily.

For the heat pipe analyzed here, this condition takes place on
the outer pipe wall at radial Reynolds number very close to Rer
519.9. However, in other situations this condition depends
strongly on the length of the condenser section. As the radial
Reynolds number increases, the absolute value of the shear stress
along the inner and outer wall increases too. The numerical analy-
sis have shown that for the radial Reynolds number Rer'19.9, the
shear stress becomes zero at a point very close to the end of the
condenser (z'0.987m). However, as the radial Reynolds number
increases, the flow reversal point moves backward toward the
adiabatic section. Under this condition, the reversed flow region
extends from the flow reversal point to the end of the condenser.
Due to the evaporation and condensation and vapor-liquid inter-
face interactions, the real condition in a heat pipe can be more
different from that assumed in the present analysis.

Figure 5 illustrates the pressure distribution along the annular
space centerline for various radial Reynolds numbers. It can be
seen that as the radial Reynolds number increases, the pressure
distributions shift up without considerable change in their overall
shapes. As the radial Reynolds number increases the pressure in

the condenser section is more recovered. For the pressure drop in
the adiabatic section, the present analysis is very close to the
fully-developed pressure drop in Hagen-Poiseuille flow. Because
pressure decreases linearly along the adiabatic section.

Figures 6a-b depict the normalized pressure distribution along
the CAHP for two values ofR150.2 and 0.8 and various radial
Reynolds numbers. It is concluded that the present results are in
very good agreement with the results presented by Faghri@12#.
This demonstrates that the present numerical analysis is suffi-
ciently accurate for predicting the pressure distribution at low and
moderate radial Reynolds numbers.

Figure 7 shows the temperature distribution of the annular va-
por space centerline. Since the pressure drop along the heat pipe is
very small at the low and moderate Reynolds numbers, the present
analysis predicts very small temperature drop along the inner and
outer walls of the heat pipe~below 0.1°C!. This result seems to be
logical, as a result of the assumption of thermodynamic equilib-
rium at the vapor-liquid interface and using Clausius-Clapeyron
equation.

5.1 Transition to Turbulence. It is assumed that transition
to turbulence may take place in the annular space when the axial

Fig. 5 Normalized vapor pressure distribution along the annu-
lar space centerline

Fig. 6 Normalized vapor pressure distribution along the CAHP „a… low radial Reynolds numbers, „b…
moderate radial Reynolds numbers

Fig. 7 Vapor temperature distribution along the annular space
centerline
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Reynolds number based on hydraulic diameter (Do2Di) and the
mean axial velocityw̄a in the adiabatic section reaches to Rea,z
52300. Rohani and Tien@6# assumed the value Rea,z52100 for a
conventional heat pipe. However, this is not generally true for all
heat pipes and depends strongly on the flow disturbance and wall
conditions. Schlichting@16# has recommended the value 2000 for
the transitional Reynolds number, in a non-circular channel. Be-
low this value, the flow seems to be insensitive to the upstream
disturbances and always remains laminar. Since the present nu-
merical solution was stable and well-behaved up to, and even
above the value 2300, this value is adopted here for the transi-
tional Reynolds number. The axial Reynolds number and the
mean axial velocityw̄a in the adiabatic section can be found as:

Rea,z5
rw̄aDh

m
5

4Le

Ro1Ri
~ uRei ,eu1uReo,eu! (18)

w̄a5
q̇i ,e1q̇o,e

pr~Ro
22Ri

2!hf g
(19)

For an axial Reynolds number of 2300 and for a symmetric con-
dition, the correpsonding radial Reynolds number of the heat pipe
is Rer554.8. Above this value of radial Reynolds number, the
laminar flow analysis using a coarse grid may not be valid and
accurate prediction of
the vapor flow needs experimental work or direct numerical
simulation.

Fig. 8 represents the calculated results for Rer5100. It is inter-
esting to note that although the radial Reynolds number is higher
than the transitional value, Rer554.8, but the numerical results
seems to be acceptable and the convergence behavior is also good.
The corresponding pressure distribution at Rer5100 has been
shown in Fig. 5. The large pressure recovery can be seen at the
condenser section due to the flow reversal phenomenon. The flow
regime seems to be still laminar. Because, the stability limits for
laminar flows of this class have not yet been established. How-
ever, flows with injection have been found to retain laminar ve-
locity profiles at axial Reynolds numbers greater than 105, as
mentioned by Bankston and Smith@5#. This subject should be
more studied numerically or experimentally for vapor flow analy-
sis in both conventional and CAHPs. However, at higher radial
Reynolds numbers, the flow reversal phenomenon may promote
the transition to turbulence and needs to be more studied.

5 Conclusion
It has been shown that the incompressible vapor flow and heat

transfer in a CAHP can be accurately simulated using the present
numerical model. The QUICK differencing scheme has been used

in the discretisation process and it has been found that its accuracy
is acceptable, at least for moderate radial Reynolds numbers. The
proposed SIMPLE algorithm has shown good convergence behav-
ior at low and moderate radial Reynolds numbers and even near
the nominal transition to turbulence or higher axial Reynolds
number (Rea,z52300). It has been also demonstrated that the
numerical model works well for the prediction of vapor flow re-
versal and presents reasonable results even near the transition to
turbulence of vapor flow. However, further studies and more com-
plete models are needed to predict these phenomena for a real
condition in a CAHP. The presented numerical method was used
to analyze the steady-state vapor flow and heat transfer in a CAHP
for a number of symmetric and asymmetric heat addition and
rejection conditions. The results have been compared with the
available numerical data which have been done in the literature
and have shown good agreement in all cases. Due to the small
pressure drop along the heat pipe at low and moderate radial Rey-
nolds numbers, the present analysis predicts very small vapor tem-
perature drop along the heat pipe.

Nomenclature

Cp 5 heat capacity at constant pressure
D 5 diameter

hf g 5 latent heat of vaporization
k 5 thermal conductivity
L 5 length
P 5 pressure
q̇ 5 heat transfer
r 5 radial coordinate
R 5 gas constant, pipe radius

R1 5 radius ratio,Ri /Ro
Re 5 Reynolds number

S 5 source term
T 5 temperature
v 5 radial vapor velocity
w 5 axial velocity
z 5 axial coordinate

Greek Symbols

f 5 general variable
m 5 viscosity
r 5 density

Subscripts

a 5 adiabatic, axial
c 5 condenser, centerline
e 5 evaporator
h 5 hydraulic
i 5 inner wall

int 5 interface
o 5 outer
r 5 radial
z 5 axial

max 5 maximum

Superscripts

2 5 mean
0 5 initial value

1 5 dimensionless
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Simulation of Spray Transfer
Processes in Electrostatic Rotary
Bell Sprayer
A numerical study of the spray transfer processes in an electrostatic rotary bell applicator
(ESRB) has been conducted utilizing code for a newly developed simulation code. This
code consists of three modularized solvers: a fluid flow solver, a spray dynamics solver,
and an electrostatic solver. The development of the code consisted of the following steps.
First, the flow solver designed for an unsteady three-dimensional Navier-Stokes equation
was developed to simulate the shaping airflow with the initial condition and the boundary
condition supported by experimental data. Second, the particle trajectory solver, which
interacts with the airflow by momentum coupling, was developed to apply the spray
transport processes. Finally, the electrostatic solver was developed to calculate the elec-
trostatic field within the two phase flow field. The integrated code created by combining
those three solvers was then applied to simulate the paint spray transport processes
according to the operating conditions of interest. The numerical results show that the
spray shape is very sensitive to changes in the charge to mass ratio. The voltage setting
is a dominant operating parameter affecting the numerical transfer efficiency. The voltage
range studied was 0 kV to 90 kV. In addition, the transfer efficiency decreases as the
shaping airflow rate increases. However, a high shaping airflow rate produces a more
uniform distribution of spray mass on the target plane.@DOI: 10.1115/1.1758263#

1 Introduction
The trend in the current automotive finishing industry is to use

more ESRB applicators because of their higher transfer efficiency.
However, it is only recently that the bell applicators have achieved
some success in the application of metallic base-coats. Compared
with the pneumatic spray gun, the ESRB produces a darker and
duller appearance but a much higher transfer efficiency.

It is well known that the application of an electric charge will
change the apparent color of some metallic paints to varying de-
grees@1#. However, the mechanisms are not well defined. Previ-
ous studies have suggested that improper flake orientation during
flow transportation and differing concentrations of flakes in the
deposited paint contribute to the discoloration. Nevertheless, the
optimal operating conditions at which the droplet size and flake
content are most uniform at the target surface depend on the entire
paint transfer process. These conditions also change with the
properties of the paint and the target surface.

The paint transfer efficiency, defined as the ratio of the mass of
solid paint deposited on the target to that dispersed from the ap-
plicator, is a metric for the efficiency of the paint application
process. An improvement in transfer efficiency results in savings
to automotive manufacturers as a result of less paint usage and
lower costs of paint sludge disposal. Therefore, manufacturers are
motivated to continuously improve the paint application process.
The ESRB applicators, operating under ideal conditions, can
achieve high transfer efficiency, typically up to 90%.

The distribution of the paint spray by bell applicator can
roughly be divided into three different regions: near field, trans-
port field, and target field as shown in Fig. 1.

The atomization, the air ionization, and the electrostatic charge
of the liquid particles are physical phenomena of thenear-bell
field. The flow physics in thetransport fieldinclude the swirling

turbulent flow ~shaping-air flow!, the spray dynamics, and the
electrostatic field. The transport field occupies the largest region
between the bell cup and the work piece. The swirling turbulent
flow induced from the ESRB atomizer is highly unsteady and very
complex@2,3#. The spray dynamics coupled with the shaping air is
an extremely complicated phenomenon. In order to calculate the
mass, momentum, and energy exchange between the spray par-
ticles and the airflow, the drop sizes, velocities and temperatures
must be accounted for.

The interactions between the charged drops and airflow and
among spray drops are important physical aspects of the flow. In
the transport region, the following three interacting mechanisms
are of concern:

1. The motion of the paint particles is influenced by the drag of
the shaping air, the background electric field, and the repulsive
forces from other charged particles.

2. The moving charged particles influence the overall electric
field.

3. The flow field is influenced by the drag force from paint
particles.

The physics of thetarget fieldis characterized by the rheology
of film formation~drop deposition!, the transfer efficiency, and the
influence of the downdraft on the paint deposition and over-spray.
It is very difficult to develop a validated model including all three
regions. Therefore, our numerical modeling of the paint spray has
only focused on the simulation of the transport field with the
initially developed electric field. In the transport region, the elec-
tric field, which has a force much higher than the aerodynamic
force, strongly affects the spray particles. In addition, the shaping
airflow and the spray particles interact via mass, momentum, and
energy exchange. However, the electric field and shaping airflow
are only related through the spray particles. Figure 2 explains the
relationships among these three dynamic elements.

Since the electric field responds instantaneously to the change
of the spatial distribution of charged particles, the response time
(Dte) between the electric field and the spray particle is much less
than that between the shaping air and spray particle (Dt f). Thus,
we can assume that the electric response time is negligible (Dte
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>0) in the present simulation. As a result, the finite time (Dt f),
with which the droplet drag responds to the convection speed,
becomes the pacing parameter in the present numerical simula-
tion. In other words, the Courant number or Courant-Friedrichs-
Lewy ~CFL! number constraint will be the most important param-
eter to control the numerical simulation.

1.1 Previous Numerical Studies in ESRB Spray. Almost
all reported research addresses spray simulations for combustion
applications, where nozzle injection of hydrocarbon fuel is used as
an input parameter and how the spray disperses is the information
sought. The work discussed herein is unique in that it addresses
how a dispersed spray deposits onto a substrate surface.

Bellan @4# proposed using electrical charge for soot control in a
diesel engine. A one-dimensional analytical solution of an expand-
ing spherical shell showed the effect of self-repulsion.

True@5# used a 2-D, quasi-axisymmetric, steady-state, Lagrang-
ian, analytical solution for the monodispersed droplets in a homo-
geneous disc control volume to solve the radial expansion rate and
the axial drag force of a divergent spray plume.

Elmoursi et al.@6# reported several charge simulation results in-
cluding the particle trajectory. As a first step, they developed a
Laplacian model to evaluate the electric field between the bell and
the paint target. The space from the bell to the target and the size
of target were used as parameters, which strongly influenced the
electric field. They also developed an unbounded space charge
field model to calculate the electrical characteristics of an electro-
static painting system. In addition, a particle trajectory model de-

rived from Newton’s second law was developed to calculate a
single drop trajectory. From their simulation results, they found
that increasing space charge has a stronger effect on the deposition
field than increasing the applied potential. In the particle trajectory
model, they didn’t include the aerodynamic effects. Moreover,
they considered the paint cloud to be made up of single size drop-
lets only.

Grace and Dunn@7# used a similar assumption as True@5# and
simulated a charged spray plume using 2-D axisymmetric Eule-
rian steady-state approximation. The spray plume expansion rate
~radial-to axial velocity ratio! was in relatively good agreement
with the experiment, but the penetration speed was under-
predicted.

It should be noted that the above studies use monodisperse
droplet size and charge. In addition, only stagnant ambient air
conditions are used. Thus, no momentum coupling between the
gas phase and the dispersed phase was considered.

Recently, Shrimpton et al.@8# used a combined Eulerian/
Lagrangian formulation to couple the continuous and discrete
phases. The effect of the electrical field and the droplet space
charge was incorporated into a pressure-implicit with splitting of
operators~PISO! solver through the use of source terms. The
model is used to simulate a capillary tube injection of ethanol onto
a flat plate, for which reliable drop diameter and velocity infor-
mation was obtained using Phase Doppler Particle Analyzer
~PDPA!. They reported that there is large uncertainty concerning
the drop charge model and that the spray dynamics is extremely
sensitive to the initial condition. They also found that dielectric
force is negligible. However, only the spray shape data were
reported for comparison with the experiment, which showed
an overestimated radial velocity and an underestimated axial
component.

Miller et al.@9# reported an ESRB simulation using the solid
bell model, which is the first transport research in painting spray.
Their flow solver was based on the PowerFlow~from Exa corpo-
ration!, in which the fluid motion is determined through a series of
particle collisions and advections on a regular lattice grid instead
of solving the Navier–Stokes equation. The particle trajectory
solver including electrostatic force was developed using a 4th-
order Runge-Kutta method. Using this package, they reported that
the influence of bell speed, charge-to-mass ratio, and electric po-
tential showed good qualitative trends compared to experimental
results. However, the shaping air distribution was confined nar-
rowly around the bell about 3 mm radially away from the bell cup.

Huang et al.@10# used KIVA-3V to simulate the ESRB pro-
cesses with some success, although the computational time is
quite long. Therefore, further improvement in the simulation of
ESRB paint transfer process is greatly needed.

1.2 Present Approach. There are so far no integrated simu-
lation results for the ESRB paint transfer process in terms of the
momentum coupling, the stochastic particle distribution, and ef-
fects of an electric field. Therefore, the goal of the present study is
to conduct a fully integrated numerical simulation of ESRB paint
spray transport process using a modern computational fluid dy-
namics~CFD! method, the space-time CE/SE method. To achieve
this, three numerical components have been developed as follows:
1! a flow solver to simulate the compressible turbulent flow of the
shaping air, 2! a spray solver to solve the particle dynamics, and
3! a Poisson’s solver to calculate the electric field. These modules
were coupled together within the software program to simulate the
coupling effects of the shaping airflow, the paint spray dynamics,
and electrostatic field.

2 Navier-Stokes Solver
Recently, Chang@11# reported a novel numerical framework for

solving conservation laws, namely, the method of Space-Time
Conservation Element and Solution Element, or the CE/SE
method for short. The method is based on an equal-footing treat-
ment of space and time in calculating flux balance in a space-time

Fig. 1 Regions: a… near field, b… transport field, and c… target
field of the paint spray

Fig. 2 The interactions of three main processes in transport
field
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domain. The method is not an incremental improvement of a pre-
viously existing method and it differs substantially from other
well-established CFD methods. The design principles of
the CE/SE method have been extensively illustrated in the cited
references.

In this study, a variation of the original CE/SE method was used
to solve the ESRB painting problem. The algorithm of the present
modified CE/SE method is even simpler than the original CE/SE
method. Nevertheless, all advantageous features of the original
CE/SE method have been retained, including a unified treatment
of space and time, accurate calculation of the space-time flux,
high-fidelity resolution of unsteady flow motions, and full compli-
ance with the physics of initial value problems. The present modi-
fied method is also extended to solve Navier-Stokes equations.

Finally, a brief comparison between the original and the modi-
fied CE/SE method is provided as the background of the current
study. In the original CE/SE method, the flow variableu and its
spatial gradientux are considered as unknowns that are solved
simultaneously. Therefore, for equations in one spatial dimension,
two CEs at each grid point are constructed to derive two discrete
equations foru andux . Similarly, three and four CEs at each grid
point are needed in two and 3-D cases, respectively. As compared
to the original CE/SE method, in the modified CE/SE method
@12#, only one CE at each grid point is employed for equations in
one, two and three spatial dimensions. Thus, the CE in the present
method is used to calculateu only and the gradient variableux is
calculated by a central difference method. Accordingly, the logic
of the modified CE/SE scheme is simple and can be easily imple-
mented. As such, it can serve as an alternative solver for time-
accurate solutions in well-established CFD codes.

In the present calculation, we combine fluid dynamics equa-
tions into a compact vector form. The governing equations with
momentum coupling term can be cast into the following form
@13#:
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are the main flow variable, flux, viscous, and source term vectors,
respectively. The corresponding equations are mass, the momen-
tum (x,y,z), and energy equations. The vectorS is the term de-
fining momentum exchange with particles, which is modeled as
follows:

Spi52(
k

^Dk~ug!~ug2upk!d~x2xpk!& (3)

wherek is number of each particle,d(x) is the three-dimensional
Dirac delta function, andDk(u) is the drag function, which will
be described following section. In addition, more detailed descrip-
tion for the momentum exchange term can be found in@14#.

In recent research, Fureby and Gristein@15# introduced a new
technique called monotonically integrated large eddy simulation
~MILES! instead of the normal large eddy simulation. In the
MILES method, unfiltered Navier-Stokes equations are solved
with high resolution algorithms in which the functional recon-
struction process replaced the flow physics of the sub grid scale
~SGS! on the grid scale flow. Thus, they proved that the algo-
rithms with nonlinear, high-frequency filters can dispense with
explicit SGS models. The CESE method in present research em-
ployed one of the MILES techniques in a sense that first, the SEs
in the algorithm provide the filtering effects to the flow with de-
signed grid structure, and second, nonlinear weighted functions
~nonlinear filters! built into the numerical scheme.

In the setting of the boundary conditions in the flow solver,
three conditions are used atx50 plane~see Fig. 3!: i! constant
angular speed on the bell disk surface,~ii ! constant velocities,
which are supported by experiment, near the bell disk zone, and
~iii ! non-reflective conditions except the area of~i! and ~ii !. In
addition, the non-slip conditions are employed on the target plane
and non-reflective conditions are applied to other planes.

3 The Spray and the Electrostatic Solver
In the transport field of ESRB spray flow, the particle volume

fraction in the shaping airfield is quite small: that is, the spray is
sparse compare to other sprays such as diesel and gasoline spray
in automotive engine. As a result in this present study, no particle
coalescence or particle breakup is considered and no particle col-
lisions are considered. In addition, the initial breakup of liquid
sprays is also not considered. Thus, the initial conditions such as
drop size distributions, positions, and velocities are independently
specified.

The discrete particle technique was used in the numerical cal-
culation. Thus, each numerical particle is representing, in a
statistical sense, a number of paint droplets having the same
stochastic characteristics of droplet locations, velocities, sizes, and
temperatures.

Fig. 3 A schematic of the computational domain
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Based on the above assumptions, each particle, individually
labeled by subscriptk, is considered to obey the following
equations:

dxpk

dt
5upk (4)

mk

du
pk

dt
5mkg1Dk~ug!~ug2u

pk
! (5)

where xpk is the particle position,upk is its velocity, mk is its
mass,g is its gravity, andDk(ug) is drag function, which can be
approximated by the simplified expression

Dk56pmgr k1
1

2
pr k

2rgCDuug2upku (6)

wheremg is viscosity,rg is density in the gas phase, andr k is the
radius of thekth particle. In Eq. 6, the drag coefficientCD is
determined by particle Reynolds number@14# and gives,

CD5
24

Rek
@1.010.167 Rek

2/3# for Rek,103

50.424 for Rek.103. (7)

The particle Reynolds number is evaluated by relative velocity
between the surrounding gas and particle, i.e.,

Rek5
2r kuug2upkurg

mg
. (8)

There are many ways to obtain a specified size distribution
when injecting particles. The method used in this study is similar
to the KIVA code, where the Monte Carlo method is used to get a
stochastic injection with a random number generator using pre-
defined particle distribution function@16#.

In modeling the interaction between the electrical field and the
droplet dynamics, the spray electric field due to the presence of
the charged droplets in the space between the bell and target is not
considered. Only electrostatic forces from six electrodes are con-
sidered and the constant charge density of particles was assumed.
Based on the assumptions, the electric force, which is a driving
force applied to paint droplets flying through the electrostatic
field, is given by,

Fe5qEe (9)

where Ee is the electric field density due to the external elec-
trodes. Note that the spray electric field due to the presence of the
charged droples in the space is not included. Adding this electric
force into the Eq. 5, the spray particle trajectory equation is modi-
fied by;

dupk

dt
5g1Dk~ug!~ug2upk!/mk1

q

mk
Ee . (10)

The charge-to-mass ratio,q/mk , is used as an input parameter for
the simulation. Note that the electric field density can be calcu-
lated by using the gradient of the electrostatic potential. Thus,
first, the electrostatic potential field from six electrodes should be
calculated and the resultant equation is given by

F~x,y,z!5
Fo

4p (
k51

k56 S 1

Rk1
2

1

Rk2
D (11)

whereFo is the initial point source potential on the each elec-
trode, R11 , R21 , . . . , R61 are the location of positive point
sources andR12 , R22 , . . . , R62 are the position of negative
point image sources.

4 Results and Discussion
Figure 3 is a schematic description of the computational do-

main. The dimensions of the calculation domain are 0.254 m
31 m31 m. The work piece, i.e., target, is located atx
50.254 m from the bell cup surface. For the purpose of numerical
simulation, the surface of the rotating bell coincides with the com-
putational surface atx50. Thus, the plane atx50 consists of~i!
bell surface~55mm!, ~ii ! input air velocity, and~iii ! ambient air.
These zones are shown on the right in Fig. 3.

The original bell disk, Fig. 4(a), is modified to the solid mod-
els as shown in Fig. 4(b). In a real bell, the shaping air is pro-
vided from the small holes annularly designed on the back wall,
but in the model the shaping air velocity is supported by experi-
mental data, which is measured from close to the bell edge to the
zero velocity point. The liquid flow of the rotating bell is con-
trolled by the number of injected particles from the injection holes
along the edge of the bell disk surface. The number of ligaments
measured from microscopic images@2# is used as the number of
injection holes.

Cartesian coordinates are used for the numerical calculation.
The total number of grid cells is about 703,601, which has a
dimension of 4131313131 as shown in Fig. 5. The calculation of

Fig. 4 Bell atomizers: a… original, b… numerical

Fig. 5 Initial and boundary conditions reconstructed from ex-
perimental data

Table 1 Numerical Test Conditions

Rpm
31000

Airflow
Rate

Vt1
~m/s!

Vt2
~m/s!

Vx1
~m/s!

Vx2
~m/s! ReD

25 150 26.21 26.94 11.9 11.2 269387.8
300 42.40 44.75 20.7 18.7 269387.8

50 150 33.16 31.54 14.7 16.4 538738.1
300 57.45 54.96 24.5 22.0 538738.1
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the electrostatic potential, the electric force, and the particle tra-
jectory was executed in Lagrangian coordinates.

Table 1 shows the test matrix for the numerical simulation. To
provide an initial and boundary condition atx50 plane~see Fig.
3!, we directly measure the shaping air velocity at several points
by using a two-component PDPA systems. After obtaining this
experimental data, we reconstructed the velocity data on the con-
stant air velocity zone assuming symmetry about the x-axis~see
Fig. 3!. Figure 5 graphically illustrates the initial conditions cor-
responding to the bell speed and the shaping airflow rate.

Figure 6 shows the electrostatic potential contours of 90 kV
settings plotted ony-z planes corresponding to different axial
positions; (x50, 2.54, and 12.7 cm! from the bell surface. The
high potential cores around the six electrodes are clearly seen at
x50.0 cm and 2.54 cm. However, the potential cores disappear at
the center plane of the axial direction, i.e.,x512.7 cm and weak
electrostatic fields remain, indicating that the electrostatic force by
the electrodes is only dominant in the region close to the bell
surface. Beyond this area, the charge to mass ratio for each par-
ticle, held constant in the present study, may be important as a
driving force.

The ESRB spray is a 3-D turbulent flow with a complex rota-
tional flow. Thus, instead of analysis of the 3-D flow field, we
plotted three velocity components along thez-axis. Figure 7 dis-

plays the time averaged velocity distribution of three components
corresponding to the bell speed of 25k rpm and the shaping air-
flow rate of 150 l/min when the flow was fully developed. Each
velocity component represents the physical characteristics of axial
(U), swirl (V), and shearing (W) flow, respectively. The high
swirl velocity ~72 m/s! at the initial plane (x50.0 cm) rapidly
reduced and almost disappeared atx512.7 cm. In contrast, the
shearing velocity is symmetrically distributed at the center axial
location. The axial velocity is even more complicated. The back
flow can be seen near the center axis. After this back flow, a large
air entrainment area can be seen. Near the target, shearing veloci-
ties are dominant with small axial and very small swirl velocity
~less than 1 m/s!.

In addition to the velocity components in thex andz directions,
there is a rotating velocity about the bell axis due to high rota-
tional speed of the bell cup. Figure 8 shows the angular speeds of
the shaping airflow at different axial locations with the airflow
rate of 150 l/min and the rotating bell speed of 25k rpm. In the
plane of the bell edge, the angular speed is highest~2618 rad/s!
close to the bell cup and decreases sharply away from the bell.
Only 1.27 cm from the bell cup to downstream axially, the maxi-
mum angular speed is down to 360 rad/s. Far from the bell, the
peak angular speed is reduced due to the reducing swirl momen-

Fig. 6 Electrostatic potential contours at different positions
Fig. 7 Velocity components „u ,v ,w … on the z-axis at
yÄcenter
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tum. The profile of angular speed shows that different parts of the
flow rotate at different angular speeds, indicating the presence of a
central vortex. Atx512.7 cm, half of the total length, the angular
speed shows a wave profile, indicating that circulating flow to-
ward the target and the reflected circulating flow from the target
coexist at this plane.

In the modeling of the spray flow, a stochastic particle injection
based on the Monte Carlo method is used to get the predefined
particle distribution, i.e., thex-squared distribution. The initial
velocity of each particle is given by the tangential speed at the bell
edge and the initial position is specified by ligaments that are
evenly distributed along the circumference divided by total num-
bers. The time step of the particle motion was chosen based on the
flow field, which is five times bigger than that of the particle time
step.

Figure 9 compares the computational spray flow with the ex-
perimental results on thex-z plane at the mid-point distance along
they-axis for the operating conditions of 150 l/min of shaping air,
50k rpm of bell speed, 90kv of electric force, and 150 ml/min of
liquid flow rate. The injected Sauter mean radius of the numerical
calculation was 30mm. An important observation here is that a
re-circulating flow is created between the bell cup and the target
due to the strong shaping air flowing over the bell cup. In addi-
tion, larger droplets stay on the outside of the spray, while smaller
droplets are readily entrained into the re-circulating zone. Similar
qualitative trends are seen in the experimental image on the right-
hand side.

Figure 10 illustrates the effects of the charge to mass ratio
(q/m50.0, 0.5, 1.0mC! under operating conditions of 150 l/min
of shaping air, 25k rpm of bell speed, 90kV of electric setting, and
150 ml/min of liquid flow rate. Atq/m50.0, most of the droplets
are distributed according to the air flow pattern, i.e., small droplets
are inside of the spray and larger droplets are outside of the spray.
In addition, part of the large droplets are outside of the target
surface; these large droplets become over spray. Increasing the
electric force makes most of particles distribute on the target,

indicating that higher electric force tends to concentrate the spray
pattern on the center, and thus, increasing the spray transfer effi-
ciency.

Figure 11 shows the sensitivity of the spray flow to the bell
speeds at 150 l/min of shaping air, 90kV of electric setting, and
150 ml/min of liquid flow rate. With increasing bell speed, the
spray angle becomes wider and a large number of the small drop-
lets are entrained into the airfield, indicating that higher bell speed
reduces the transfer effects but gives more of an even distribution
of the spray particles on the target.

The effects of numerical transfer efficiency~TE!, defined as the
ratio of the total mass of drops on the target to the total mass of

Fig. 8 Air flow angular velocity in the z-direction at different
axial positions

Fig. 9 Comparison of the numerical and experimental spray
characteristics at the following operating condition: 150 l Õmin
of shaping air, 50k rpm of bell speed, 90kv of electric force, and
150 ml Õmin liquid flow rate

Fig. 10 Sensitivity of the spray flow to charge to mass ratio at
the following operating condition: 30k rpm of bell speed, 150
lÕmin of shaping air, 90kV of electric setting, and 150 ml Õmin of
liquid flow rate
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injected drops, on operating conditions are shown in Table 2. The
injected and deposited drop mass were corrected for 100 ms after
an initial injection was started, when the flow was fully devel-
oped. For simplicity, no bounced model in this study is applied.
When the spray particles arrive at the target, i.e.,xp.xwall, those
particles are collected to calculate the spray mass.

TE5
Total Mass o f drops on the target

Total Mass o f In jected drops
5

mtd

mti
(12)

In a zero voltage condition, i.e., no electrical force, the numeri-
cal TE is only about 44%. When the electrical force is increased to
80 kV, with a q/m51.0mC of the charge to mass ratio, the nu-
merical TE is suddenly increased to 90%. The TE increases up to
94% at 90 kV at the same charge to mass ratio. These simulation
results indicate that the electrical force is critical to the transfer
efficiency. As the shaping airflow rate increases to 300l/min and
other parameters remain the same, the TE decreases about 19%
from that at 90 kV. This may be due to the high airflow rate; most
of the spray drops are dispersed to the outside of the spray reduc-
ing the TE. In addition, the TE also decreases when the bell rota-
tional speed is increased from 25k to 50k rpm with the same
parameters as 90kV. As the bell speed is increased, the swirl mo-
mentum of the particles is increased and thus, the spray particles
are easily dispersed to the outside.

Figure 12 illustrates the mass distribution along thez-direction
on the target plane for 5ms after the spray flow was fully devel-
oped. The shaping airflow rate is changed from 150 l/min to 300
l/min, Fig. 12(a) to (b), and the bell speed is changed from 25k
rpm to 50k rpm, Fig. 12(b) to (c), from the reference conditions,
i.e., 1,50ml/min of liquid flow rate, 90k of voltage setting, 150l/
min of airflow rate, and 25k rpm of bell speed. When increasing
the shaping airflow rate, a more uniform distribution is observed
on the target indicating that increasing the shaping airflow rate
reduces the TE as discussed the above. On the other hand, even
though increasing the bell speed makes the small particles move
into the spray center, it does not seem to influence the uniformity.

By making the spray angle wider, a large amount of the big par-
ticles are deposited on the outside of the target and a portion of
them are also passed over the target, causing a reduction of the
spray transport.

5 Conclusions
A numerical simulation of the spray transfer process in an elec-

trostatic rotary bell applicator was performed using modern CFD
method, the space-time CE/SE scheme. The newly developed nu-
merical code, which is coupled together among three different
modules, was applied to simulate the shaping airflow, spray par-
ticle dynamics, and electrostatic forces in conjunction with known
experimental data. Based on the present results, the following
findings can be summarized;

1. The spray shape is critically sensitive to changing the charge
to mass ratio and electric force.

2. The electric force is an important parameter influencing the
numerical transfer efficiency.

3. Although the numerical transfer efficiency was decreased by
increasing the shaping airflow rate, the spray mass distribution
became more uniform on the target.

The present work will be a steppingstone for more detailed
model developments of the ESRB spray transfer process.

Nomenclature

CD 5 Drag coefficient
Dk 5 Drag function
Ee 5 Electric field density
Et 5 Total energy
e 5 Internal energy

Fe 5 Electric force
f m , gm , hm 5 Flux vectors

f nm , gnm , hnm 5 Viscous flux vectors
p 5 Pressure

Fig. 11 Sensitivity of the spray flow to bell speed at the follow-
ing operating conditions: 150 l Õmin of shaping air, 90kV of elec-
tric force, and 150 ml Õmin of liquid flow rate

Table 2 Numerical transfer efficiency

0 kV 80 kV 90 kV 300 l/min 50 k rpm

44% 90% 94% 75% 82%

Default conditions: 150 ml/min of liquid flow rate, 90 kV of high voltage setting, 150
l/min of shaping airflow rate, and 25 k rpm of bell speed.

Fig. 12 Drop mass distribution on the target plane along
z-axis direction at yÄcenter
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q/m 5 Charge to mass ratio
Dte , Dt f 5 Response time
u, v, w 5 x, y, andz Velocity

um 5 Flow variables
uW p 5 Particle velocity vector
Vt 5 Tangential velocity
Vx 5 Axial velocity
xY p 5 Particle position vector
F 5 Electrostatic potential
g 5 Specific heat
m 5 Viscous coefficient
r 5 Density
t 5 Shear stress
v 5 Angular velocity~rad/s!

Subscript

d 5 Droplet
e 5 Electrode
f 5 Fluid
g 5 Gas
k 5 Particle index
p 5 Particle
o 5 Initial or constant value
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Experimental and Numerical
Development of a Two-Phase
Venturi Flow Meter
An algebraic model is developed access the gas and the liquid flow rates of a two-phase
mixture through a Venturi tube. The flow meter operates with upward bubbly flows with
low gas content, i.e., volumetric void fraction bellow 12%. The algebraic model param-
eters stem from numerical modeling and its output is checked against the experimental
values. An indoor test facility operating with air-water and air-glycerin mixtures in a
broad range of gas and liquid flow rates reproduces the upward bubbly flow through the
Venturi tube. Measurements of gas and liquid flow rates plus the static pressure acroos the
Venturi constitute the experimental database. The numerical flow modeling uses the iso-
thermal, axis-symmetric with no phase change representation of the Two-Fluid model. The
numerical output feeds the Venturi’s algebraic model with the proper constants and pa-
rameters embodying the two-phase flow physics. The novelty of this approach is the
development of each flow meter model accordingly to its on characteristics. The flow
predictions deviates less than 14% from experimental data while the mixture pipe Rey-
nolds number spanned from 500 to 50,000.@DOI: 10.1115/1.1758267#

1 Introduction
Multiphase flow meters measure, at line conditions, the volu-

metric or the mass rate of each component in a multiphase stream.
They have applications in many industrial processes such as
power plants, chemical plants and, in particular, on the segment of
the exploration and production of the oil industry. They attend to
four main demands: reservoir management by continuous moni-
toring of the flow rates at each well; custody transfer metering
allowing the production of one field to be mixed with the produc-
tion from another when the owners are different; process control-
ling when gas lift or vapor injection are used and, fiscal metering.

Research and development programs on multiphase metering
started back during the 1980s in universities and research centers
motivated by the oil industry needs. A brief review of their appli-
cations, operational principles, and shortcomings are in Jamieson
@1#, Costa e Silva et al.@2# and Falcone et al.@3#. Nowadays there
are commercial multiphase flow meters available. They partially
fulfill the demand of the oil industry. In fact, no single type of
metering or metering approach can hope to cover all the applica-
tions. The difficulties arise when dealing with complex interfaces,
turbulent flow field, data transmission, and available working
space and environmental conditions to mention a few constraints
met by the successful applications.

This work addresses to multiphase metering for bottom well
applications. The development of multiphase meter operating in
dowhole sites allows the follow-up of reservoir depletion, the per-
formance assessment of each well, the production shut down and
real time optimization of production by gas-lift. This type of ap-
plication has flow with low gas void fraction and elevated pres-
sure and temperature. The working environment and the dowhole
space set constraints on the electronics and on the sizes of the
mechanical parts turning the available multiphase meters not fea-
sible to this scenario. To overcome these difficulties it was de-
cided to turn back to the use of Venturi tube with pressure and
temperature transducers as the main components of the multiphase
meter for this application. The choice is based on the compliance
of the size and shape of the Venturi tube with the dowhole site, the

absence of moving parts and to the availability and the reliability
of the pressure and temperature transducers for dowhole
applications.

In fact, it is well known the use of the Venturi tube as a two-
phase flow meter Graf@4#, but there are no general relationships
for differential pressure across Venturi. Its main limitation lies on
the dependence of empirical constants, which in turn depends on
experimental data. The applications for distinct flow rates, line
size, or fluid properties are not straightforward since they depend
on new experimental test campaigns. The objective of the paper is
to exploit the use of numerical modeling to render an algebraic
model employing discharge coefficient and other related flow
meter parameters instead of estimating them through experimental
tests. In principle, this approach will allow the development of
each application on its own merits.

As a first approach to the subject matter experimental tests were
performed. A vertical ascendant dispersed bubbly flow through a
Venturi tube at near atmospheric pressure and ambient tempera-
ture with void fractions ranging from 2% to 12% is produced
under laboratory-controlled conditions. Signals of the differential
pressure and of the gas and liquid flow rates form the experimen-
tal database to access the reliability of the numerical modeling for
the Venturi.

There are reported in the literature two approaches to develop
the one-dimensional transport equations applied to dispersed bub-
bly flows: one of them is the Two-Fluid model described by Ishii
@5# and Drew@6# and the other is the Interstitial Velocity approach
reported in Kowe et al.@7#. Using the Two-Fluid model, Lewis
and Davidson @8# and Kuo and Wallis @9# employed one-
dimensional momentum equation to predict the trajectory of a
bubble through a nozzle. More recently, Dias et al.@10# used simi-
lar formulation to describe the average concentration and veloci-
ties of a swarm of bubbles through a vertical nozzle. The 1-D
modeling includes the influence of transverse gradients by means
of covariance coefficients Ishii,@11#. Using the Interstitial Veloc-
ity approach Couet et al.,@12# modeled a two-phase bubbly-
droplet flow through a contraction. Boyer and Lemonnier@13#
adapted the Interstitial Velocity model to predict air-water and
oil-water flows and compared the experimental pressure drop
against the predicted values. The later authors argue of a superior
performance of the Interstitial Velocity model when compared to
the Two-Fluid model. On the other hand Dias@14# and Dias et al.
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@15# found the Two Fluid 1-D modeling sensitive to the inlet void
profile, i.e., the model accuracy depends on how truthful are the
transversal gradients transmitted to the model by the covariance
coefficients.

The appeal of the 1-D models is due to the low computational
cost. Represented by a set of ordinary differential equations they
are readily solved by standard integration routine available in
computational packages. On the other hand, they lack of informa-
tion related to transversal gradients, wall friction factor, and tur-
bulence effects, which are transmitted by means of covariance
coefficients, which in turn come from experimental data. To better
represent the physics of the flow and to be less dependent on
experimental data, it was decided to use an axis-symmetric ver-
sion of the Two-Fluid model as a numerical tool to model the
vertical ascendant bubbly flow through the Venturi.

The structure of the paper is as follow. The experimental appa-
ratus is in Section 2. Section 3 lauches the algebraic model, i.e.,
an evaluation procedure by which the gas and liquid flow rates are
determined. The Two-Fluid model equations plus the additional
equations for the turbulence modeling are in section 4. Section 5
gives details of the numerical implementation and Section 6
shows the results. The conclusions and final comments are in
Section 7.

2 Experimental Apparatus
The experimental setup reproduces a vertical, ascendant bubbly

flow in a convergent-divergent section of a Venturi tube at near
atmospheric pressure and at ambient temperature. The setup pri-
mary objective is to render an experimental database to validate
the algebraic and numerical models. For reference the schematic
of the apparatus is on Fig. 1. The mixing of gas and liquid takes
place in a chamber, located at the lower end of the vertical pipe.
On the chamber, the gas enters through an inner porous media and
mixes with the liquid in an annular space. This arrangement pro-
duces uniform bubbles at the mixing chamber in the full range of
gas and liquid flow rates. After the mixing, the bubbly flow de-
velops upward along a vertical, straight Plexiglas pipe, 54 mm ID,
and 50 diameters long, to reach the Venturi section. At the Ven-
turi’s outlet, there is another straight pipe, 30 diameters long. It
connects the Venturi’s outlet to the upper receiving tank open to

the atmosphere. The upper tank acts as a gas-liquid separator: the
gas stream vents to the atmosphere while the liquid returns to the
lower liquid storage tank.

The experimentals tests employ two pairs of working fluids: air
and water and air plus a mixture of glycerin 72% in volume and
water, hereafter referred as glycerin mixture for short. The densi-
ties of the phases are as follow: air is determined using ideal gas
law; water is of 999 kg/m3 and glycerin mixture is of 1190 kg/m3.
The viscosities of the water and of the glycerin mixture are of 1 cP
and 30 cP, respectively. Finally, the surfaces tensions of the air-
water and of the air-glycerin mixtures are 70 dynes/cm and 40
dynes/cm, respectively. A stainless steel centrifugal pump dis-
places the liquids. The air came from a compressed air supply.
One Merian® laminar flow element, accurate within 1.5% mea-
sures the airflow. To measure the water volume flow rate one used
two orifice plates previously calibrated to within 2%. Finally, a
Micro Motion® Coriolis flow meter with an uncertainty of 1%
measures the glycerin mixture mass rate. The experimental ranges
of air and liquid superficial velocities~referred to the pipe cross
section area! are, respectively,JG52 cm/s to 11 cm/s andJL
525 cm/s to 100 cm/s. The averaged bubble size is of 3 mm
and 2 mm for the air-water and air-glycerin mixture systems,
respectively.

The test section consists of a straight pipe 200 mm long fol-
lowed by the Venturi tube with 181 mm long, as shown on the
schematic in Fig. 2. The convergent Venturi section is 72 mm
long, with an inlet diameter,D, of 54.0 mm and throat diameter,
DT , of 30.3 mm rendering an area contraction ratio of 3:1. The
Venturi throat and divergent sections have axial lengths of 8 mm
and 101 mm. At the test section are measured the absolute tem-
perature and pressure plus two differential pressures. The liquid
phase always fills the pressure transducers connecting lines. Three
pressure taps with 1.5 mm diameter holes and spacingLS andLT
of 200 mm and 60.1 mm, respectively, transmit the signals to the
pressure transducersDPS andDPT . The absolute pressure,Pabs,
and DPS and DPT have a common pressure tap. The high- and
low-pressure transducers terminals are labeled in Fig. 2 asH and
L. Two differential pressure transducers, made by Valadyne® and
calibrated against a hydrostatic water column, measures the dif-
ferential pressures. The range of the pressure differences is of 3
mm H2O to 20 mm H2O for DPS and of 100 mm H2O to 650 mm
H2O for DPT . The respective absolute uncertainties are of60.5
mm H2O and65 mm H2O.

The density of the upward gas-liquid column varies with time
depending on the relative motion between the phases and on theFig. 1 Schematic of the experimental setup

Fig. 2 Test section dimensions
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air concentration inducing a pressure fluctuation on the feeding
lines. Flow restrictions~orifices! inserted before the mixing cham-
ber at the air and liquid feeding lines reduce this influence. The
test begins adjusting a proper air and liquid flow rates. The data
acquisition procedure starts after the whole setup achieves steady
state.

A data acquisition board ATMIO-16, from National Instru-
ments, acquire and store the measurement of pressure, tempera-
ture and phases flow rate at a sampling rate of 500 Hz. The output
data are the time-averaged signals. The test runs totals 20, being
13 for the air-water system and 7 to the air-glycerin mixture. The
experimental results are in Tables 1 and 2 but the data analysis is
postponed to Section 6.

3 The Algebraic Model for Evaluation of the Phases
Flow Rates

In a multiphase metering system is necessary to maken inde-
pendent measurements in order to determine the flow rates of the
n components. For the present case, there are just the gas and the
liquid phases. The independent measurements will be two differ-
ential pressure signals,DPT andDPS , representing the pressure
difference between the inlet to the Venturi’s throat and the up-
stream to the Venturi inlet, respectively. Additionally, is also taken
the absolute pressure and temperature to get the proper values of
the transport properties. For reference, the pressure taps locations
are in Fig. 2. The task of the algebraic model is to determine the
stream velocity of each phase having as input just the two differ-
ential pressure signals. As its own name suggests, the model is
constituted by algebraic equations whose parameters arise from
numerical simulations. The following paragraphs outline the pro-
cedure.

3.1 Inlet Void Fraction. TheDPS signal helps to determine
the cross-section averaged void fraction,^aG& at the inlet. By its
turn, DPS depends on the hydrostatic pressure of the mixture plus
the pressure drop due to the wall friction force,DPt defined by
the force balance:DPt .AS5tw(pDLS). Here,AS , LS , and tw
are the Venturi inlet cross-section area, the spacing between pres-

sure taps and the wall shear stress, correspondingly. Since the
liquid phase fills the transducers lines,~see Section 2!, DPS ex-
presses as:

DPS5rLgLS2@rmgLS1DPt#, (1)

wherermerL are, respectively, the mixture and the liquid densi-
ties andg is the gravitational constant. The mixture density is
determined as a function of the inlet average cross-section void
fraction ^aG& and the densities of each phase:

rm5~12^aG&!rL1^aG&rG , (2)

whererG is the gas density. From Eqs.~1! and ~2!, ^aG& is:

^aG&5
DPS

gLSDr
•l, (3)

whereDr is the phase density difference,Dr5(rL2rG) andl is
a void fraction correction factor tôaG& due to the pressure drop
put forth by the wall friction,

l511
DPt

DPS
. (4)

The estimate ofl comes from numerical flow simulation by run-
ning the code for distinct phase velocities. The data set forl is
conveniently expressed as a function of the Martinelli’s parameter
X in the form of:

l5l~X! where X25
~DPt!L

~DPt!G
(5)

beeing (DP)L and (DP)G are the gas and liquid pressure drop due
to wall friction estimated using single-phase friction factor:

~DP!k54•S LS

D D •Cf •
1

2
rkJk

2, Cf5Cf S rkJkD

mk
D ,

k indicates the phase (k5G gas phase ork5L liquid phase!, m is
the phase dynamic viscosity,J is the phase superficial velocity as
defined in Eq.~10! andCf is the Fanno friction factor coefficient.
Section 6 discloses the fitting form for the functionl.

Table 1 Experimental data for air-water, „A@W…, system

Run #
JG

X

~cm/s!
JL

X

~cm/s!
DPS

X

(mmH2O)
DPT

X

(mmH2O) ṁX ~kg/s!
ReD
~- - -!

«DPS
X

~%!
«DPT

X

~%!
«m

X

~%!

#1A@W 2.44 25.8 8.50 38 0.591 12901 6 13 2
#2A@W 4.21 26.1 15.27 38 0.598 13058 3 13 2
#3A@W 2.23 51.4 3.58 144 1.177 25696 14 3 2
#4A@W 4.46 51.4 9.43 148 1.178 25718 5 3 2
#5A@W 6.18 51.1 13.70 148 1.170 25534 4 3 2
#6A@W 7.47 51.2 16.56 149 1.172 25579 3 3 2
#7A@W 2.87 75.9 2.86 310 1.739 37967 17 2 2
#8A@W 4.51 76.1 5.48 316 1.743 38053 9 2 2
#9A@W 7.09 76.3 10.21 324 1.746 38129 5 2 2
#10A@W 10.22 76.6 15.63 336 1.754 38301 3 1 2
#12A@W 7.09 103.6 6.75 590 2.373 51804 7 1 2
#13A@W 10.19 103.6 10.17 604 2.373 51806 5 1 2
#15A@W 14.58 103.1 15.00 623 2.363 51579 3 1 2

Table 2 Experimental data for air-glycerin mixture, „A@G…, system

Run #
JG

X

~cm/s!
JL

X

~cm/s!
DPS

X

(mm H2O)
DPT

X

(mm H2O)
ṁX

~kg/s!
ReD
~- - -!

«DPS
X

~%!
«DPT

X

~%!
«m

X

~%!

1A@G 2.68 26.0 12.2 36 0.715 562 4 14 1
2A@G 4.15 25.7 21.0 36 0.705 554 2 14 1
3A@G 2.58 53.9 6.7 173 1.482 1165 7 3 1
4A@G 4.00 53.4 11.3 179 1.469 1154 4 3 1
5A@G 6.04 51.9 17.4 185 1.425 1120 3 3 1
9A@G 7.47 77.7 15.8 410 2.137 1679 3 1 1
10A@G 10.12 77.8 20.3 427 2.140 1682 2 1 1
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3.2 Mixture Mass Flow Rate. The gas and liquid mixture
is treated as incompressible. The Venturi convergent section ac-
celerates the mixture causing the pressure drop, similar to single
phase flows. Patterning the established relationship between flow
rate and pressure drop for a single-phase area obstruction flow
meters, the mixture mass flow rate,ṁ is determined as:

ṁ5CdEA2rmDPT* , (6)

where CD is the two-phase discharge coefficient,E is the ap-
proaching velocity factorE5AT /A12b4 being AT the Venturi
throat cross-section area andb the throat to pipe diameter ratio
b5DT /D and finally,DPT* represents the pressure drop caused
by the mixture hydrostatic column, by the flow acceleration and
by the wall friction. To composeDPT* from DPT signal, see Fig.
2 for schematic, is necessary to add the hydrostatic pressure ex-
erted by the liquid columnLT :

DPT* 5DPT1rLgLT . (7)

The discharge coefficient comes from Eq.~6! with all the vari-
ables related to its determination arising from a numerical data-
base. The flow simulation uses distinct pairs ofJG andJL as input
conditions and the output is the mixture mass flow rate, the void
fraction, the mixture density andDPT* . The ratio between the
actual to the frictionless mass flow rate of a homogeneous mixture
defines the discharge coefficient. It brings to Eq.~6! the effects of
the turbulence, wall friction, slip velocity, phase velocity profiles,
interfacial forces such as drag, virtual mass, lateral forces, and
interfacial pressure forces. One of the usefulness of the numerical
simulation is the possibility to model most of all physical flow
mechanisms. TheCD represents a lumped parameter, which car-
ries to the algebraic model all this information. For the algebraic
model, CD is conveniently expressed as a function of the pipe
Reynolds number,

CD5CD~ReD! where ReD5
4ṁ

pDmL
, (8)

The fitting of the numerical data forCD3ReD is in Section 6.

3.3 Gas and Liquid Superficial Velocities. The mixture
mass flow rate evaluated by Eq.~6! is given by the sum of each
phase mass flux which, expressed in terms of the densities, veloci-
ties and area, is in the form:

ṁ5~JLrL1JGrG!AS , (9)

JL andJG are the superficial gas and liquid velocities evaluated at
the Venturi inlet and defined as:

JG5QG /AS and JL5QL /AS , (10)

beingQG andQL the gas and liquid volumetric flow rates.

Fig. 3 Numerical versus experimental values of DPS and DPT

Fig. 4 Void fraction correction factor l as a function of the
Martinelli’s parameter for air-water „a… and air-glycerim „b… sys-
tems. The open symbols are numerical data and the solid line
is the curve fitting.

460 Õ Vol. 126, MAY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



To solve for the superficial phase velocities, it is necessary to
have an extra equation for Eq.~9!. The kinematic law enforced by
the drift flux model, Zuber and Findley@16#, supplies the missing
information:

JG

^aG&
5C0•~JG1JL!1VGJ , (11)

whereC0 is a parameter associated with the phase distribution and
VGJ is the drift flux velocity. The values ofC0 andVGJ are also
determined from the numerical flow simulations. Solving Eqs.~9!
and ~11! determine the superficial phase velocities~Fig. 5!:

F rLAS rGAS

2^aG&C0 12^aG&C0
G F JL

JG
G5F ṁ

^aG&VGK
G . (12)

The coefficients of the linear equation system are either known
parameters such as area and densities or variables determined
through the numerical flow simulation.

3.4 Evaluation Procedure. The evaluation ofJG andJL is
not straightforward since several parameters in Eq.~12! also de-
pend on the superficial velocities. The phase velocities are deter-
mined recursively starting from initial guesses forCD and l.
The following evaluation algorithm summarizes the iterative
procedure.

1. Input data:DPS andDPT from experimental data, drift flux
parametersC0 andVGJ from numerical flow simulations, and the
initial guesses toCD andl taken as 0.6 and 1, respectively, suf-
fice.

2. Evaluate void fraction̂ aG& and the mixture density,rm ,
Eqs.~2! and ~3!.

3. Evaluate mixture mass flow rate,ṁ, Eq. ~6!.
4. Evaluate the pipe Reynolds number, ReD and the discharge

coefficient,CD , Eq. ~8!.
5. Check if the calculatedCD value differs less than 0.01%

than its assigned value. If false, return to Step 2 otherwise con-
tinue.

6. Solve Eq.~12! to determine the superficial phase velocities,
JG andJL .

7. With the superficial velocities of Step 6 evaluate Lockhart
parameter,X2, Eq. ~5!, using Fanno’s single-phase pipe friction
factors.

8. Determine the void fraction correction factor,l, Eq. ~5!.

9. Check if the calculatedl value differs less than 0.01% than
its previous value. If false, return to Step 2 otherwise continue.

10. End of the procedure, the mixture mass flow rate, the inlet
void fraction, and the gas and liquid superficial velocities deter-
mined.

4 The Two-Fluid Model
The Two-Fluid model embodies the interfacial exchanges in the

mass, momentum and interfacial transport equations, Ishii@5# and
Drew @6#. In steady-state isothermal flows with no phase change,
these equations reduce, after some definitions and operations, to
the forms of Eqs.~13! to ~14!:

¹•~akrkVk!50 (13)

¹•~akrkVkVk!52ak¹pk1¹• bak~tk1tk
Re!c1akrkg

1~pki2pk!¹ak1M ki (14)

In the above equations the subscriptk indicates the phase (k5G
or k5L , gas or liquid! and the subscriptki defines proper values of
the variables at the interface, like the velocity and the pressure of
phasek at the interface. The density isr, V represents the mean
velocity vector field,p is the pressure,g is the gravitational force,
t is the stress tensor,M ki is the generalized interfacial force,
which couple the two phases. The phase local volumetric concen-
tration isak , thereforeaG1aL51. The local void fraction refers
to theaG volumetric concentration.

One used a rather complete formulation of the Two-Fluid model
to represent the flow and the various forces acting to distribute the
phases over the flow domain. A balance between the radial pres-
sure forces, the lateral lift, and the turbulence forces sets up the
lateral distribution of the phases. The interplay among the inertia,
the gravity, the wall shear, the drag and the virtual mass forces
along the axial direction establishes the pressure gradient. Further-
more, for the bubbly flow regime is considered that only the liquid
phase is in contact with the walls. Therefore, the near wall flow is
treated as a single-phase flow; the non-slip condition is enforced
for the laminar flow regime while the standard wall law is used to
bridge the flow to the fully turbulent regime. In order to solve
Eqs. ~13! and ~14! one has to constitute this system with proper
relations.

4.1 The Stress Tensor. The viscous and the turbulent shear
stresses are:

t5rL~nL1nT!@¹VL2¹VL
T#2

2

3
k•d i j , (15)

wherenL andnT represent the liquid phase kinematic and turbu-
lent viscosity,k is the turbulent kinectic energy andd i j is the
Kronecker delta. The contribution of the dispersed phase is negli-
gible for its great density difference and also by its low concen-
tration. In order to solve the phasic momentum equations, it is
necessary to define closure laws for the turbulent viscosity. Fol-
lowing Bertodano et al.@17#, the turbulent viscosity is a linear
superposition of the turbulent viscosity due to the Reynolds stress
plus an enhancement due to the bubble induced turbulence:

nT5nBI1nSI . (16)

The bubble induced turbulent viscosity model stems from the con-
cept of mixing length,

nBI5CmbaGduVG2VLu, (17)

whereCmb is equal to 0.69 andd is the mean bubble diameter.
Conversely, the shear induced turbulent viscosity arises accord-
ingly to thek-« model:

nSI5Cmk2/«. (18)

In Eq. ~18!, « is the dissipation rate of turbulent kinetic energy and
the value ofCm is equal to 0.09. The turbulent kinetic energy and

Fig. 5 Gas velocity against the mixture superficial velocity for
air-water and air-glycerim systems. The open symbols are nu-
merical data and the solid lines represent curve fitting.
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its dissipation rate come from the simultaneous solution of the
two-phase version of the standardk-« model, Bertodano et al.,
@17#:

¹•~aLVLk!5¹•FaLS nL1
nT

sk
D¹kG1aL~P2«!1¹

•S nT

sa
k¹aLD (19)

¹•~aLVL«!5¹•FaLS nL1
nT

s«
D¹«G1aLS «

k D ~c«1P2c«2«!1¹

•S nT

sa
«¹aLD (20)

wheresk51.0; s«51,314; sa51.0, c«151.44; c«251.92.P is
the kinetic energy production term:

P5nSIb¹VL1¹VL
Tc:¹VL (21)

The values ofk and« near the wall come from the standard the
single phasek-« model using the assymptotics limits of the wall
law.

4.2 The Interfacial Pressure Term. The pressure at the in-
terface,pLi , for the liquid phase is:

pLi5pL2CpirL~VG2VL!2, (22)

wherepL is the bulk liquid pressure.
This expression results from the solution of a non-viscous flow

around a sphere. In this case the coefficientCpi is 0.25. Lance and
Bataille @18# suggested values between 0.5;0.7 for actual bubbly
flows. The present work usesCpi equals to 1.5 for laminar flow
regime, while for turbulent flow regime follows Bertodano et al.
@17#. That is Cpi5Cvm/2, whereCvm is the virtual mass force
coefficient, to be defined in the next section. Furthermore, the
pressure does not vary in the gas phase,pGi5pG but there is a
jump at the interface due to the surface tension,g, effect, pgi
2pli 54g/d.

4.3 The Interfacial Forces. The generalized interfacial
force acting on the phasek, M ki , has the contribution of the drag
force, M k

d , and the non-drag force,M k
nd . The drag force arises

due to the relative displacement of the bubble. The drag force on
a bubble of diameterd is

ML
d52MG

d 5
3

4

Cd

d
rLaG~VG2VL!uVG2VLu (23)

whereCd is the drag coefficient and its expression are in Kuo and
Wallis @9#.

The non-drag force accounts for the lateral forces and the vir-
tual mass force. A lateral force,ML

L52MG
L , arises when the

bubble displaces through a liquid with a nonuniform velocity dis-
tribution. In an upward bubbly flow, it acts to displace the bubble
toward the wall:

ML
L52MG

L 5CLrLaG~VG2VL!3~¹3VL!. (24)

According Lahey et al.@19#, the lift coefficientCL varies between
0.05 and 0.1 in air-water bubbly flows. The values forCL , which
produced the best results, are of 0.1 for laminar flow regime and
0.4 to turbulent flow regime.

The virtual mass force is proportional to the relative fluid ac-
celeration, Drew and Lahey,@20#:

ML
VM52MG

VM5CvmrLaG@VG¹VG2VL¹VL#. (25)

Various authors used different values for the virtual mass coeffi-
cient,CVM . Drew and Lahey@20# suggested 0.5; Kuo and Wallis
@9# used values within the range 2.0;3.0, and Lance and Bataille
@18# indicated 1.2;3.4. The employedCVM value is of 2.0 for all
flow regime simulations.

5 The Numerical Method
The transport equations are discretized using the control-

volume formulation, Patankar@21#. The computational domain en-
compasses a flow developing section, the Venturi convergent sec-
tion, plus the cylindrical throat section. The developing section
allows the numerical solution to evolve similarly to the experi-
mental phenomena and reach the Venturi entrance with transversal
profiles alike. The axial direction transports the flow information
dominating the physical processes at the Venturi’s convergent sec-
tion. With the absence of choking, this feature allows to place the
throat section as the domain outlet since the downstream flow
exerts no effects at the convergent section. Furthermore, the ex-
perimental data input come from the Venturi’s convergent section.
The grid is cylindrical-polar with 140327 volumes along the
axial and radial directions, respectively. The radial grid spans
from the centerline to the pipe wall with 27 volumes uniformly
spaced. The axial grid has three regions. The first one has 40
volumes corresponding to the developing pipe section with 2,500
mm ~40 D! long. The second region is coincident with the straight
pipe section upstream the Venturi whereDPS is measured. It has
20 volumes with 200 mm~3.7 D!. Finally, the third region corre-
sponds to the convergent and throat sections of the Venturi tube. It
is 80 mm~1.5 D! long with 80 volumes equally spaced.

The numerical problem is set-up within the environment of the
CFD package Phoenics® 3.3. It is a transport equations solver
with Two-Fluid model capability. The transport equations set is
assembled using the elliptic solver with an implicit scheme for the
pressure-correction~SIMPLEST!, staggered grid and upwind
scheme for the advection terms. The Inter-Phase Slip Algorithm,
IPSA, solves the system of algebraic equations for two-phase
flow, Spalding@22#. A Pentium IV, 1.5 GHz processor preformed
the calculations. The averaged CPU time is three hours for each
run.

6 Results
This section displays data coming from experiments, from nu-

merical simulations and also from the algebraic model. For clear-
ness purpose the variables are labeled with super-indexes to iden-
tify their origin. The super-indexesX, N andM, attached to each
variable indicates if it come from eXperimental,Numerical or al-
gebraicModeling.

Prior to the data outputs, is necessary to define the experimen-
tal, the numerical and the algebraic model relative errors to aid the
data analysis. The relative experimental error, or better saying the
experimental uncertainty, is defined for a generic variablef as the
ratio between the absolute uncertainty of the variable and its most
probable value, in terms of percentage it expresses as:

«f
X5100•S 6DfX

fX D , (26)

on the other hand, the numerical and the algebraic model relative
errors,«f

N and«f
M express the relative difference between the ex-

perimental and the numerical or the experimental and the modeled
values of a generic variablef:

«f
N5100•S fX2fN

fX D or «f
M5100•S fX2fM

fX D . (27)

The results are presented on the four following sections. The
first one regards to the experimental data. The second section
presents the numerically determined database and the correspond-
ing curve-fitting functions. A direct comparison of the modeled
and experimentally determined flow rates is on the third section.
Finally, the forth section draws a simplified version of the alge-
braic model and develops an uncertainty analysis.

6.1 Experimental Data. Tables 1 and 2 summarize the ex-
perimental database for the air-water and air-glycerin mixture ex-
periments. The label of each run has a number followed by three
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letters, which represent the air-water system~A@W!, or the air-
glycerin system~A@G! for short. The numbering links the test to
specific phases velocities. Therefore, coincident test numbering
between the~A@W! and ~A@G! systems means tests with the
same superficial gas and liquid velocities. Each table has seven
columns. The second to the fifth column represent the experimen-
tally determined values of the air and liquid superficial velocities
in centimeters per second and the pressure differencesDPS

X and
DPT

X , as measured by the line transducers, in millimeters of water
column. The mass flow rate and the pipe Reynolds number are in
columns 6 and 7 evaluated accordingly to Eqs.~9! and ~8!. Col-
umns 8 thru 10 report the relative uncertainty ofDPS

X , DPT
X and

ṁX.
The A@W and A@G database consist of sub-sets with constant

liquid superficial velocity with increasing gas velocities in order
to access the influence of the gas and liquid content on the overall
flow meter performance. A distinguished characteristic between
databases is the liquid viscosity. The A@W system has pipe Rey-
nolds number ranging from 13,000 to 52,000, typically on the
turbulent flow regime. On the other hand, the A@G system has
pipe Reynolds number within 500 and 1700, typical of laminar
flow regime.

Keeping constant the liquid velocity, theDPS
X values increase

as the gas velocity increases. This behavior is in agreement with
Eq. ~1! since the increase of the gas velocity decreases the mixture
density. Although the A@G have higher friction pressure drop
than A@W system, it also have a higher liquid density, which
overrides theDPt increase producingDPS

X outcome up to 50%
greater than the one observed for the same pair of velocities in the
A@W system. The experimental relative uncertainty,«DPS

X , spans
from 2% to 17%.

The DPT
X , following Eq. ~6!, is the outcome from the differ-

ence of the throat pressure drop and the hydrostatic pressure ex-
erted by the liquid column between pressure taps. Since the hy-
drostatic pressure exerted by the liquid column, (rLgLT), is
constant through all the tests, theDPT

X is directly proportional to
the throat pressure drop. Considering the low inlet void fraction
and the density difference between phases of three orders of mag-

nitude,DPT
X is mainly sensitive to the liquid flow rate and weakly

on the airflow rate. The experimental relative uncertainty,«DPT
X ,

spans from 1% to 14%.
The superficial gas velocities for A@W and A@G databases

ranged from 2 cm/s to 14 cm/s with a relative uncertainty of 1.5%.
The liquid superficial velocities ranged from 26 cm/s to 105 cm/s
for the A@W database and from 25 cm/s to 77 cm/s for the A@G
database with uncertainties of 2% and 1% for the A@W and A@G
database, respectively. Finally, the mixture mass flow rate,ṁ,
ranges from 0.5 kg/s to 2.4 kg/s with a relative uncertainty of 2%
for the A@W and of 1% for the A@G.

6.2 Numerical Outputs and Correlation Functions.
Tables 3 and 4 exhibit the numerically determined values for the
A@W and A@G systems. The second and third columns have the
differential pressure estimates ofDPS

N andDPT
N as the output of

the Two-Fluid model using the experimental values ofJG
X andJL

X

as input data. The numerical outputs pattern the experimental data.
A comparison between the experimental and numerical pressure
differences outcomes is in the scatter plot of Fig. 3. Thex andy
axes reports, respectively, the experimental and numerical values
of DPS and DPT and the dashed lines represent610% bounds.
Most of the numerical estimates are within the610% interval.
The biggest deviations occur for the lower liquid velocity range.
In general, the numerical data show a tendency to over-predict the
DPS

N for both systems: A@W and A@G. On the other hand, the
DPT

N values are underpredicted for the A@W system but over-
predicted to the A@G system if one consider the low liquid ve-
locities points on the test grid. Considering the high liquid veloc-
ity data, the estimates break even or reverse the observed
tendency. Comparing the experimental uncertainty and the nu-
merical relative error is possible to say that most of the numerical
estimates,DPS

N andDPT
N , are within the experimental uncertainty

bounds. The fact thatDPS
N.DPS

X is equivalent to (rmgLS

1DPt)X.(rmgLS1DPt)N but one can go no further than this
on the analysis since it depends implicitly on^aG& and explicitly
on DPt which are variables numerically determined. To draw an
analysis to the experimental and numerical differences found in

Table 3 Numerical results for air-water, „A@W…, system

Run #
DPS

N

(mm H2O)
DPT

N

(mm H2O)
DPt

(mm H2O)
^aG&
~- - -!

CD
~- - -!

l
~—!

«DPS
N

~%!
«DPT

N

~%!

1A@W 8.6 35 0.56 0.049 0.567 1.065 21 6
2A@W 16.3 36 0.63 0.080 0.581 1.039 27 5
3A@W 3.7 134 1.78 0.028 0.785 1.488 22 7
4A@W 10.2 137 1.99 0.059 0.790 1.196 28 7
5A@W 14.4 140 2.08 0.075 0.786 1.144 25 5
6A@W 17.4 142 2.17 0.094 0.791 1.124 25 4
7A@W 3.1 302 3.11 0.028 0.847 2.000 29 2
8A@W 5.9 308 3.26 0.043 0.849 1.554 27 3
9A@W 10.9 317 3.67 0.069 0.852 1.337 27 2
10A@W 16.8 322 4.00 0.095 0.862 1.239 27 4
12A@W 6.9 593 7.20 0.056 0.874 2.039 23 0
13A@W 10.7 608 8.01 0.078 0.875 1.746 26 21
15A@W 16.5 630 8.63 0.104 0.869 1.541 210 21

Table 4 Numerical results for air-glycerin mixture „A@G…, system

Run #
DPS

N

~mm H2O)
DPT

N

~mm H2O)
DPt

~mm H2O)
^aG&
~- - -!

CD
~- - -!

l
~- - -!

«DPS
N

~%!
«DPT

N

~%!

1A@G 11.1 42 3.91 0.076 0.580 1.352 9 216
2A@G 22.1 41 4.08 0.116 0.589 1.185 25 214
3A@G 7.2 180 4.52 0.041 0.795 1.628 27 24
4A@G 12.3 184 4.77 0.064 0.791 1.388 29 23
5A@G 18.8 188 5.78 0.097 0.774 1.308 28 22
9A@G 16.5 406 7.07 0.083 0.850 1.428 24 1
10@G 23.3 419 8.04 0.111 0.853 1.345 215 2

Journal of Fluids Engineering MAY 2004, Vol. 126 Õ 463

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



DPT is even more cumbersome since its overall value depends on
the mixture density, the flow velocities and the friction pressure
drop.

The pressure drop due to the wall friction on the straight section
of lengthLS is on the fourth column of Tables 3 and 4. Consid-
ering the same pair of superficial velocities, theDPt outcome for
the A@W system is always smaller than the one from A@G sys-
tem due to the viscosity differences between the systems. The
DPt grows as the liquid or the gas velocities increases. Keeping
constant the liquid velocityDPt has less than one-fold increase
with the increase of the gas velocity as observed in Tables 3 and 4.
The void fraction correction term,l, defined in Eq.~4! arises from
the 2th and 4th columns in Tables 3 and 4. The behavior ofl is
similar for A@W and A@G systems. As seen in Tables 3 and 4,l
decreases asJG increases for a constant superficial liquid velocity.
The l dependence onJG andJL is well represented by the Mar-
tinelli’s parameterX as shown in Fig. 4a-b. The parameterl
grows with increasingX for the A@W and A@G systems. The
open symbols represent the numerically determined values and the
solid line is the curve fitting. The linear regression equations
for the A@W and A@G systems are in Eqs.~28! and ~29!,
respectively:

l50.5932•@Ln~X!#224.3127•Ln~X!18.7989, (28)

l50.0751•@Ln~X!#220.1229•Ln~X!10.1825. (29)

The inlet averaged void fraction,^aG& is in the fifth column of
Tables 3 and 4. It results from the averaging process of the local
void fraction, numerically determined, along the Venturi inlet
cross section. For a constant liquid velocity, the averaged void
fraction increases as the gas velocity increases. The^aG& in A@G
system is always higher than the A@W system considering the
same phase velocities for both systems. This behavior is due to the
reduction of the slip velocity in A@G system owing to the in-
crease of the liquid viscosity. The drift flux constants,C0 and
VGJ , stem from the linear fit of the gas velocity,JG /^aG& versus
the mixture superficial velocityJ, as shown in Fig. 5. Successive
numerical flow simulations using distinct pairs of inlet velocities,
JG andJL , generate the necessary database to determine the drift
flux constants. Despite of the differences between the A@W and
A@G systems regarding flow regime~laminar/turbulent! and
fluid-particle regime~distorted/spherical! the values of the distri-
bution parameter are very close. In fact the determined values of
C0 are of 0.952 for the A@W and of 0.960 for the A@G. The near
unit C0 value indicates that the profiles of local variablesaG and
j are alike. On the other hand, the determined drift velocities for
the A@W and A@G systems are of 24.9 cm/s and 7.5 cm/s,
respectively. The mean drift velocity,VGJ , has a strong depen-
dence on the liquid viscosity, which in turn is also related to the
flow regime and the fluid-particle regime. TheVGJ values for the
A@W and A@G systems compare with the 21 cm/s and 7 cm/s
values found from the drift velocity correlations for infinitum me-
dia, Ishii @11#. The gas-liquid mixture for A@G system has an
almost homogeneous behavior due to the lowVGJ value. Figure 5
has the homogeneous flow line for reference.

The discharge coefficient is on column 6 of Tables 3 and 4. For
increasing Reynolds,CD grows from 0.58 to 0.87 and from 0.56
to 0.86 for the A@W and A@G systems, respectively. At turbulent
flow regime, high Reynolds numbers,CD shows an asymptotic
behavior similar to the ASME single-phase nozzles. Figure 6a-b
shows a scatter plot of theCD numerical values on they-axis
against the pipe Reynolds number on thex-axis. The solid lines in
Fig. 6 represent the curve-fitting equations ofCD as a function of
ReD , which for A@W and A@G systems are in Eqs.~30! and
~31!, respectively:

CD520.14@Ln~ReD!#213.0825Ln~ReD!216.095. (30)

CD520.0983@Ln~ReD!#211.6016Ln~ReD!25.6133 (31)

6.3 The Evaluation of the Phases Flow Rates.The flow
rate evaluation comes from the algorithm in Section 3.4. It uses as
input data the experimental values ofDPT

X and DPS
X , the phase

transport properties, the correlation equations forl5l(X) and
CD5CD(ReD) and the drift flux parameters,C0 and VGJ . The
evaluation routine start with initials guesses tol and CD . The
routine outcomes are the values ofJG

M , JL
M andṁM as shown on

the 2nd thru the 4th columns on Tables 5 and 6 for the A@W and
A@G systems. Also, the model relative errors are shown in Tables
5 and 6, as defined in Eq.~27! for JG

M , JL
M andṁM.

The Figures 7, 8 and 9 display, in the sequence, the comparison
of the model outputs:JG

M , JL
M andṁM against the experimentally

values. For the set of Figs. 7 thru 9, the solid line represent the
locus of a perfect match between the model and experimental

Fig. 6 Discharge coefficient as a function of the pipe Rey-
nolds number for air-water „a… and air-glycerin mixtures „b…
systems. The open symbols are numerical data and the solid
line is the curve fitting.

Table 5 Model estimates for air-water, „A@W…, system phase
velocities

Run #
JG

M

~cm/s!
JL

M

~cm/s!
ṁM

~kg/s!
«JG

M

~%!
«JL

M

~%!
«m

M

~%!

1A@W 2.7 29 0.673 29 214 214
2A@W 4.3 28 0.650 21 29 29
3A@W 2.4 54 1.245 29 26 26
4A@W 5.0 54 1.231 213 25 25
5A@W 6.6 53 1.215 27 24 24
6A@W 7.6 53 1.208 22 23 23
7A@W 3.0 78 1.782 23 22 22
8A@W 4.8 78 1.781 27 22 22
9A@W 7.8 77 1.773 29 22 22
10A@W 10.7 77 1.775 25 21 21
12A@W 7.7 103 2.366 29 0 0
13A@W 10.4 103 2.369 22 0 0
15A@W 13.7 104 2.372 6 0 0
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values and the dashed lines indicates610% error bound. The
numerical and experimental values are along they and x axes
correspondingly.

The estimates of the gas superficial velocities for the A@W and
A@G systems have an average relative error of 6% and 7%, re-

spectively. The gas phase highest relative error is of 13% and
belongs to the A@W system. The liquid superficials velocities for
the A@W and A@G systems exhibit average relative errors of 4%
and 5% respectively. Considering the A@W system, the match
between the model and experimental liquid velocity is better than
6% with the exception of points #1 and #2. On the other hand, for
the A@G system the liquid velocity relative errors spans from
27% to 19%. The model output for the A@W system show a
tendency to over-predict the gas and the liquid velocities. Mean-
while, for the A@G system it does not show any definite tendency
to the gas velocities estimates but under-preditics the liquid veloc-
ity. Finally, the relative errors of the mass flow rate are a mirror of
the ones found to the liquid superficial velocity.

A further inspection on the mass flow rate, Tables 5 and 6,
reveals that it doesn’t change with the gas velocity changes within
three figures after the decimal point. This is correct because in the
present study the gas density is three orders of magnitude less
than the liquid density. Therefore, changes inṁ, Eq. ~9!, due to
JG variations appears on the fourth decimal place.

6.4 Further Simplification on the Algebraic Model and the
Uncertainty Analysis. Applications with great density differ-
ence between phases allow the algebraic model to be simplified.
ConsideringrG!rL , then the mixture density, Eq.~2!, turns to
be:

rm>~12^aG&!rL , (32)

the inlet cross section void fraction becomes,

^aG&>
DPS

gLSrL
•l, (33)

and the mixture mass flow rate, Eq.~9!, reduces to

ṁ>JLrLAS . (34)

The neglect of the gas phase density allows the liquid velocity to
be evaluated without an explicit dependence of the gas velocity.
Using Eqs.~6!, ~32! and ~34!, JL is approximatelly

JL>
CDE

rLAS
A2~12^aG&!rLDPT* , (35)

onceJL is determined by Eq.~34!, JG stems from the drift flux
relation, Eq.~11!, as:

Table 6 Model estimates for air-glycerin, „A@G…, phase
velocities

Run #
JG

M

~cm/s!
JL

M

~cm/s!
ṁM

~kg/s!
«JG

M

~%!
«JL

M

~%!
«m

M

~%!

1A@G 2.4 25 0.699 11 2 2
2A@G 3.7 25 0.686 10 3 3
3A@G 2.6 49 1.344 1 9 9
4A@G 4.0 50 1.371 21 7 7
5A@G 5.8 50 1.374 3 4 4
9A@G 8.5 81 2.228 214 24 24
10A@G 10.6 83 2.279 25 27 27

Fig. 7 Comparison between the predicted „J G
M
… and experi-

mental „J G
X
… gas superficial velocity

Fig. 8 Comparison between the predicted „J L
M
… and experi-

mental „J L
X
… liquid superficial velocity

Fig. 9 Comparison between the predicted „ṁ M
… and the ex-

perimental „ṁ X
… mixture mass flow rate
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JG>
^aG&

~12^aG&C0!
•~C0•JL1VGJ!. (36)

This low pressure approximation lets to cast the algebraic model
in a simpler and uncoupled set of equations. The equation set
discloses, in an explicit way, the functional dependence ofJG and
JL on the experimentally and numerically determined variables.
The inlet averaged void fraction, Eq.~33!, depends on the experi-
mental measurement ofDPS and on the numerically estimated
parameterl. The liquid superficial velocity, Eq.~36!, depends on
the experimentally determinedDPT* , on the discharge coefficient
which comes from numerical simulation alone, plus on the aver-
aged inlet void fraction which, by its turn, stems from experimen-
tal and numerical estimates. At last, but not the least, the gas
superficial velocity, Eq.~36!, reveals no direct dependence on ex-
perimentally determined variables such asDPS or DPT* . In fact
JG has an implicit dependence on these variables which comes
through JL , ^aG& and on the drift flux constants. The former
set has the influence of experimental and numerical estimates
while the drift flux constants arise solely through the numerical
simulations.

The nested form which the experimentally and numerically de-
termined variables are in Eqs.~33! thru ~36! imparts a strong
influence on the uncertainty of thêaG&, JG and JL measure-
ments. Employing the approximation (12^aG&)'(12^aG&)2

'1, the relatives uncertainties of^aG&, JL andJG , Coleman and
Steele@23#, express as:

«^aG&>A«DPS

2 1«l
2 (37)

«JL
>A«CD

2 1S 1

2
^aG&«^aG&D 2

1S 1

2
«DPTD 2

, (38)

«JG
>S ^aG&JL

JG
DA«JL

2 1S VGJ

JL
D 2

«VGJ

2 11«C0

2 1S JG

^aG&JL
D «^aG&

2 ,

(39)

Equations~38! and ~39! are estimates ofJL andJG uncertainties
based on the uncertainties of experimentally and numerically de-
termined variables. Tables 1 and 2 report the uncertainties of the
experimentals variablesDPT

X and DPS
X for the A@W and A@G

systems. On the other hand, the uncertainties of the numerically
determined variables,CD , ^aG&, C0 and VGJ are tough to esti-
mate from first principles. It would require extensive grid test,
numerical modeling analysis concerning the problem geometry
and also ways to estimate these variables other than the numerical
simulation. Since these matters are not the objective of this work,
the remedy is to access, partially, the uncertainty of the numeri-
cally determined variables considering only the deviations be-
tween the algebraic fit and the numerical data. Under these con-
straints, the estimates of the absolute uncertainties ofl, CD , C0
andVGJ are in Table 7. They suffice to get the estimates of theJL
andJG uncertainties.

The algebraic model’s sensitivity with respect to the parameters
l and C0 is in Table 8 regarding variations of one uncertainty
interval. Forl changing within60.1 around its mean value the
estimates forJG , varies as much as611% whileJL andṁ stays
bounded by61.2%. On the other hand, forC0 changing within
60.05 around its mean value produces changes up to65.4% in

JG but negligible changes inJL and ṁ. Equations~38! and ~39!
supports the higher model’s sensitivity to theJG estimates as com-
pared againstJL .

Equations~38! and ~39! can be further simplified if one con-
sider a homogeneous mixture,^aG&5JG /(JG1JL) and ^aG&
!1. Under these approximations,^aG&JL /JG'1 and the relative
uncertainty ofJL andJG turn to be:

«JL
>A«CD

2 1S 1

2
«DPTD 2

, (40)

«JG
>A«JL

2 1S VGJ

JL
D 2

«VGJ

2 1«C0

2 1«^aG&
2 , (41)

The first-order approximation of theJL and JG uncertainties,
Eqs. ~40! and ~41!, lead to the conclusions: i! the uncertainty
liquid phase flow rate does not depend on the uncertainties of the
void fraction and of the gas flow rate but only on the uncertainties
of two parameters: the inlet to throat pressure difference and on
the discharge coefficient, ii! the uncertainty of the gas measure-
ment is sensitive to all the six variables related to the problem if
one consider replacing Eqs.~37! and ~40! into Eq. ~41!; iii ! it is
more probable to get a lower uncertainty on the liquid phase mea-
surement rather than on the gas phase measurement.

7 Conclusion
The operational principle of the two-phase Venturi meter re-

quires only two measurements of pressure differences and the
knowledge of the gas-liquid transport properties; all other needed
flow parameters are supplied through numerical flow simulation.
The application is constrained to vertical ascendant gas-liquid
flow in bubbly flow regime. An algebraic model determines the
phases flow rates. Numerical flow simulation, employing finite
volume technique and the Two-Fluid model, determines the alge-
braic model parameters which namely are: the void fraction cor-
rection term,l, the discharge coefficient of the Venturi,CD and
the drift flux constants,C0 andVGJ . The algebraic model outputs
are the gas and the liquid superficial velocities, the mixture mass
flow rate, and the inlet averaged gas void fraction.

The strongest point of the numerical flow simulation is its po-
tential to estimate the model parameters considering the specific
characteristics of each Venturi tube and its application. The finite
volume code employing the Two-Fluid model is efficient to
handle characteristics such as: Venturi geometry and its contrac-
tion ratio, turbulent and laminar flow regime, distorted and spheri-
cal bubble regime, viscous and less viscous liquids and flows with
slip velocities to almost homogeneous mixture to mention a few.
The algebraic model accuracy is tested against experimental data.
The mean deviation between the estimated and the experimental
measurements ofJG , JL and ṁ is of 67%, 65%, and65%,
respectively considering both experimental database: the air and
water and the air and glycerin mixture. The liquid and gas phase
velocities depend, respectively, on four and six variables when
considering low pressure and low void fraction applications. The
liquid phase velocity needs two experimental and two numerically
determined variables while the gas phase velocity needs two ex-
perimental and four numerically determined. Therefore, the
former tend to have a lower uncertainty than the last.

Table 7 Absolute uncertainties of l, CD , C0 and VGJ

Variable Unit
Absolute
A@W

Uncertainty
A@G

Dl ~- - -! 60.1 60.03
DCD ~- - -! 60.01 60.006
DC0 ~- - -! 60.05 60.02
DVGJ ~cm/s! 63.8 61.2

Table 8 Sensitivity analysis of l and C0 on the phase flow
rates

l60.1 C060.05

A@W A@G A@W A@G

JG 610.0% 611.0% 64.7% 65.4%
JL 61.1% 61.2% 60.001% 60.001%
ṁ 61.1% 61.2% 60.001% 60.001%
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Despite of the success in combining experimental data and nu-
merical modeling to launch an algebraic model to two-phase flow
rate prediction, there are areas that demand more development. To
start with, it is necessary to mention the need for studies regarding
the chocking conditions at the Venturi throat; they will be useful
to design the Venturi contraction ratio and to avoid working in
flow regimes other than the bubbly flow regime. The second point
regards applications with high pressures, typically 100 Bar to 300
Bar, where the gas density is no longer negligible when compared
with liquid density. It is necessary to access the reliability of the
Two-Fluid model as well as the turbulence model under these
hyperbaric conditions. These steps are necessary to develop the
flow meter for dowhole application. This application will demand
further knowledge of the transport properties and most of all, the
need to introduce phenomenological modeling to enhance the flow
prediction when working with oil, water, and gas simultaneously.
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On Electrical Conductivity
Measurements of Molten Metals
by Inductive Technique
In this paper, we propose a new relationship between the opposing mechanical torque and
the electric conductivity of a rotating liquid specimen in a permanent external magnetic
field of constant induction, which includes the effect of fluid flow. The proposed relation-
ship was applied to describe the experimental data for a conductive specimens rotating in
a permanent magnetic field.@DOI: 10.1115/1.1760542#

Introduction
Inductive techniques for measuring electrical resistivity are

contactless and thus prevent chemical reactions between molten
samples and contacting probes, which occur in the direct methods.
The method is based on the phenomena that when a metal sample
rotates in a magnetic field~or the magnetic field rotates around a
stationary sample!, circulating eddy currents are induced in the
sample, which generate an opposing torque proportional to the
electrical conductivity of the sample@1#. In liquid metals and
alloys the applied magnetic field also causes significant rotation of
the liquid in the crucible, which consequently decreases the angu-
lar velocity between the field and the sample@2#. However, the
technique requires a reliable relationship between the electrical
resistivity of the metal sample and the measured torque values.
Braunbeck@3# proposed the following relationship between the
opposing mechanical torque (T) and the electric conductivity of a
liquid specimen~s! in a rotating DC external magnetic field of
inductionB0 :

T5
p

4
svLR4B0

22
p

192

1

h
s2vLR6B0

4 , (1)

where L and R are length and radius of the specimen, respec-
tively; v is the angular velocity of the rotating magnetic field; and
h is the viscosity of the liquid specimen. The magnetic induction
and the radius of the specimen can be selected so that the second
term in equation~1! will become negligibly small compared with
the first term for measurements on metals with unknown viscosity
@4#.

Spitzer et al.@5# studied electromagnetic stirring in continuous
casting of round strands. A finite difference model was developed
for the computation of the flow field in continuous casting through
the simultaneous solution of the Navier-Stokes equations, the con-
tinuity equation, and the Maxwell equation. The authors also pre-
sented a simplified analytical model for an infinitely long cylinder.
In addition, experimental data on the rotation of liquid mercury in
Plexiglas cylinder subject to a rotating magnetic field was shown
for comparison. Spitzer et al.@5# found that the wall shear stresses
from the numerical model and the analytical model agreed very

well with the experimental data for liquid mercury. It is indicated
that the flow field in the vicinity of the Plexiglas wall was pre-
dicted precisely. Thus from Spitzer et al.@5#

tw5
1

8
svR2B0

2. (2)

However, Spitzer et al.@5# correctly point out that more complex
convection effects in the interior of the samples could not be
adequately predicted from the simple analytical theory and reso-
lution of these effects required use of the numerical model. Since
the wetted area is 2pRL, the torque per unit length exerted on the
crucible from the magnetic interaction should be

T

L
5

p

4
svR4B0

2 . (3)

Equation~3! is the same as the first term in equation~1! from
Braunbeck@3#.

Equations~1!–~3! were derived under the assumption that a
magnetic field rotates around a metal sample. Recently we pro-
posed a new relationship between the opposing mechanical torque
and the electric conductivity of a rotating liquid specimen in a
permanent external magnetic field of constant induction@6#. The
purpose of this study is introduction of the fluid flow effect on the
torque-electrical conductivity relationship for the sample rotating
in a permanent magnetic field.

Mathematical Modeling
In our previous work@6#, we considered the steady motion of a

conducting fluid with constant physical properties in a cylindrical
crucible with radiusR and lengthL, which is rotating about its
vertical axis with an angular velocityv, in the presence of gravity,
an applied magnetic field and a radiative heat source~Fig. 1!. The
transverse magnetic field imposed upon the rotating melt was as-
sumed to be stationary and uniform. In addition to the applied
magnetic field, there was a second magnetic field produced by the
induced electric currents in the conducting fluid. To simplify the
computation, the melt is considered to be electrically and ther-
mally conducting and incompressible.

The numerical computations of the continuity and Navier-
Stokes equations combined with Maxwell equation and Ohm’s
law under above mentioned assumptions and Boussinesq approxi-
mation, the following expression to relate the applied torque and
the electrical conductivity of sample was obtained@6#:
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Introducing the fluid motion with angular velocityvF5 f (r ) in
the first approximation~a similar technique was used by Braun-
beck @3#! we can write

dT5
8

3
s~v2vF!LB0

2r 3dr. (5)

On the other hand, from the hydrodynamics of the rotational
fluid, the internal friction can be expressed as

dT522pLh
d

dr S r 3
dvF

dr Ddr. (6)

Combining Eqs.~5! and ~6!, we can write
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d
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8
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d
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The solution of the differential Eq.~8! with the following
boundary conditions:

H r 50

dvF

dr
50

and H r 5R
vF50 (9)

will result in:

vF5
s

6ph
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Substituting expression~10! into Eq. ~5! will give:

dT5
8

3
sS v2

s

6ph
B0

2v~R22r 2! DLB0
2r 3dr (11)

or

dT5S 8

3
svLB0

2r 32
4

9

s2

ph
B0

2v~R22r 2!LB0
2r 3Ddr. (12)

Integrating equation~12! from 0 to R, the final expression for
the applied torque on the cylinder will be:
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Results and Discussions
When fluid motion is ignored, a comparison of the derived

equation ~4! with the equation~3! obtained by Braunbeck@3#
shows that a damping torque caused by induced circulating eddy
currents in the permanent external magnetic field of constant in-
duction (Tp) is 1.17 times less than that caused by the induced
eddy currents in the rotating magnetic field (Tr):

Tr51.17Tp . (14)

The torques caused by the fluid motion effect in the permanent
external magnetic field of constant induction (Tp

f ) and in the ro-
tating magnetic field (Tr

f) are defined by the second terms on the
right hand side of the equations~13! and~1!, respectively. A com-
parison of these two torques shows that a damping torque caused
by fluid flow in the rotating magnetic field (Tr

f) is 1.39 times more
than that caused by the fluid flow in the permanent external mag-
netic field (Tp

f ):

Tr
f51.39Tp

f (15)

Recently, Bakhtiyarov et al.@7–9# developed a rotational con-
tactless inductive technique to measure both a viscosity and an
electrical conductivity of liquid metals. Preliminary tests con-
ducted with low melting point metals~lead and tin!, alloys~A319,
A356, LMA-158!, and binary systems~Pb/Sn! showed a good
agreement with data from the literature. LMA-158 is a low melt-
ing alloy, which consists of 50% bismuth, 26.7% lead, 13.3% tin
and 10% cadmium. The melting temperature of this composite is
70°C, hardness is 12 by Brinell, thermal expansion is 0.27%. This

Fig. 1 Geometry of cylindrical crucible used for mathematical
modeling

Fig. 2 Variation of measured torque values with temperature
for LMA-158 alloy „B0Ä0.1 T and vÄ10 sÀ1

… †7‡
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composite material can be melted under hot water and can be
recovered and tested over and over again. The variation of the
measured damping torque caused by induced circulating eddy cur-
rents with temperature for cylindrical sample~19.05 mm diameter
and 38.1 mm long! of LMA-158 composite is shown in Fig. 2@7#.
Figure 3 shows the variation of the electrical resistivity (re
51/s) estimated from the torque measurements for the same size
cylindrical samples of the pure metals~Pb and Sn! of known
electrical conductivity, against the temperature, along with simu-
lations made according to equation~13! and Braunbeck equation
~1!. As seen from this figure, Eq.~13! describes the experimental
data obtained in permanent external magnetic field of constant
induction, better than equation~1! derived for rotating DC exter-
nal magnetic field. It is appear that in case of the permanent mag-
netic field the contribution of fluid motion effect onto damping
torque values is less than in the case of rotating DC external
magnetic field.

Conclusions
A new relationship between the opposing mechanical torque

and the electric conductivity of a rotating liquid specimen in a

permanent external magnetic field of constant induction is pro-
posed. It is shown that the proposed relationship describes the
experimental data for rotating specimen better than Braunbeck
formula derived in the assumption that a magnetic field rotates
around a stationary metal sample.
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Nomenclature

B0 5 magnetic field induction
L 5 length of the specimen
R 5 radius of the specimen
T 5 mechanical torque
h 5 viscosity of liquid metal
s 5 electric conductivity of liquid specimen

tw 5 wall shear stress
v 5 angular velocity of the rotating magnetic field

vF 5 angular velocity of the rotating fluid as a function of
the distancer
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Control of Volumetric Flow-Rate
of Ball Valve Using V-Port
The control of volume flow rate in a ball valve is very important when a ball valve is
utilized in a piping system. It is difficult to linearly control the flow rate in a ball valve
without external devices. V-ports are employed to achieve this purpose. In order to inves-
tigate the effects of V-port on the volume flow rate and flow features, 3-D numerical
simulations and experiments were conducted to observe the flow patterns and to measure
performance coefficients when V-ports with various angles were used in a piping system.
Three V-ports with angles 30 deg, 60 deg, and 90 deg were studied. It was found that
V-ports with angles 30 deg and 60 deg make the flow rate proportional to the valve
opening. However, V-ports increase the pressure loss between the inlet and the exit of a
ball valve. In addition, V-ports with a small angle such as 30 deg increase the possibility
of cavitation compared with flows without V-ports.@DOI: 10.1115/1.1760536#

1 Introduction
Valves are commonly used in piping systems. One objective of

valves is to control the flow rate in a piping system. Linear control
of flow rate in a piping system is an important issue in valve
design. The V-port is one method used to control the flow rate
linearly through a valve~Hutchison@1#!. However, the effect of
V-ports on fluid flows through a valve in a piping system is still
unclear. The main purpose of this study is to investigate the fluid
flows which are controlled by a full-port 1/4 turn valve with a
V-port. The variation of fluid flows and the effect on relevant
performance coefficients due to a V-port are presented in this
study.

Fluid flows through a valve have been studied by several re-
searchers. Due to the fast progress of the flow visualization and
measurement techniques, it becomes possible to observe the flows
inside a valve and to estimate the performance of a valve. Mertai
et al. @2# established a water tunnel system to conduct a perfor-
mance test of a V-sector ball valve. They used a Laser Doppler
Velocimetry~LDV ! measuring system to investigate flows in ball
valves. Davis & Stewart@3# employed a closed-loop piping sys-
tem to test and observe flows passing through a globe control
valve.

The flow visualization can provide flow patterns through a
valve in a piping system, especially the cavitation phenomenon.
Visual structures of vortices in flows inside a ball valve can be
obtained from the results of flow visualization. These vortices
mainly determine the energy loss~or the pressure drop!. Chern &
Wang @4# utilized particles and a laser sheet to visualize flow
patterns through a ball valve. Cavitation phenomena were ob-
served at certain valve openings.

Computational approaches are getting popular in this area due
to the dramatic progress of digital computers and numerical algo-
rithms. Computational fluid dynamics~CFD! has become an im-
portant tool for design of fluid machinery. It has also been applied
to valve research. For example, Kerh et al.@5# utilized the finite
element method to simulate transient interaction of fluids and
structures in a control valve. Mertai et al.@2# adopted a commer-
cial package, FLUENT™, to investigate the flow around a
V-sector ball valve. van Lookeren Campagne et al.@6# used a

commercial package, AVL-Fire™, to simulate flows containing
bubbles in ball valves. Davis & Stewart@7# adopted FLUENT™
to study the flows in globe control valves. For three-dimensional
analysis, Huang & Kim@8# utilized FLUENT™ to simulate tur-
bulent flows in a butterfly valve, in which thek-« model was
employed for turbulence consideration. Chern & Wang@4# em-
ployed a commercial package, STAR-CD™, to investigate fluid
flows through a ball valve and to estimate relevant coefficients of
a ball valve.

In the previous study~Chern & Wang@4#!, a performance test
procedure for a ball valve has been established using both the
experimental and the numerical approaches. Good agreements in
flow patterns were obtained between the experimental and the
numerical results. In addition, relevant performance coefficients
for ball valves were estimated using experimental measurement
and numerical simulation. In this work, the linear volume flow
rate control on a ball valve was studied. In order to assess the
possibility of controlling the performance of a ball valve, a plate

*Corresponding author: Department of Mechanical Engineering, National Taiwan
University of Science and Technology, 43 Sec. 4 Keelung Road, Taipei 106, Taiwan;
Phone: 1886-2-27376496; Fax: 1886-2-27376460; e-mail:
mjchern@mail.ntust.edu.tw

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
April 8, 2003; revised manuscript received November 8, 2003; Associate Editor: M.
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Fig. 1 Schematic diagram of the experiment apparatus: „a… the
closed-loop water tunnel system „b… test section including the
acrylic ball valve and the V-port
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with a V-shaped opening was placed at the downstream exit of the
valve. The flow changes induced by the V-port were visualized
numerically and experimentally. Effects of a V-port on the perfor-
mance coefficients were measured and correlated with visualized
flow fields.

2 Experimentals
The visualization and measurement of flows in a valve with a

V-port was conducted in a close-loop water piping system. Figure
1~a! gives a schematic diagram of the close-loop water tunnel

Fig. 2 Pictures of V-ports with various angles. The ratio of the
open, A V , of a V-port relative to the opening of a ball valve
without a V-port is proportional to the angle, u, as shown in „c…

Fig. 3 The 3-D computational mesh including the piping sys-
tem, the ball valve, and the V-port

Table 1 Coefficients in the k-« turbulence model

Cm sk s« C«1 C«2

0.09 1.00 1.29 1.44 1.92
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system. The clean water contained in a reservoir tank of 600-liter
was drawn by a high pressure pump and discharged to a pressur-
ized buffer tank. The water goes sequently through a pressure
regulator, an upstream flow conditioning section, a transparent
valve section, a downstream flow conditioning section, through
several flow meters, a filer, and then recirculates back to the res-
ervoir tank. The upstream pressure is provided by high pressure
air which is supplied to the buffer tank from an air-compressor
system. The pressurized water then passes through a pressure
regulator. This setup maintains a stable pressure at the valve inlet,
which is ideal for valve operation. The test section, as shown in
Fig. 1~b!, includes a plexyglas tube, the acrylic ball valve, and the
V-port. The acrylic model of the ball valve of nominal diameter
59.4 mm~2 inches! is CNC machined. The rotating angle of the
valve,a, is 0 deg, when the valve is fully open. Moreover,a is 90
deg, when the valve is completely closed. The opening of the
valve is denoted asf. f is linear interpolated with respect toa.
Whena is 0 deg and 90 deg,f is 100% and 0%, respectively. The

transparent test section is connected to the upstream and down-
stream pipes via the specially-designed fast-coupling mechanisms.
The laser-light beam emitted from an 5W argon-ion laser is trans-
mitted through an optical fiber and then connected to a 20 deg
laser-light sheet expander. The laser-light sheet is adjusted to a
thickness of about 0.5 mm. In order to compensate for the differ-
ence in the refraction indices between the air and the curved
plexyglas, a rectangular glass tank filled with still water is en-
closed around the whole test section. By using this method, the
refraction of the laser-light sheet is effectively reduced.

V-ports with various angles, as shown in Figs. 2~a! and 2~b!,
were made of stainless steel. Three V-ports with angles 30 deg, 60
deg, and 90 deg were manufactured. The relationship between the
normalized open area of a V-port and its angle,u, is shown in Fig.
2~c!. AV andA refer to the area of a V-port and the area of a ball
valve atu5180 deg, respectively. The relationship is not linear as
shown in Fig. 2~c!.

When the valve performance is tested, the static pressures,Pin
is measured at a distance 2D upstream of the valve by using the
mercury manometers. The diameter of the pipe,D, is 38 mm and
is used as the characteristic length of Reynolds number. The pres-
sure drop,DP, across the value is also detected by an inclined
mercury U-tube manometer as shown in Fig. 1. The measuring
points of the inclined manometer are at 2D upstream and 6D
downstream of the valve~ANSI/ISA-75.02-1996!. The volume
flow rate,q, is measured by several calibrated turbine flow meters
which are installed downstream of the valve. The ranges of opera-
tion for pressure and inlet velocity are 0.5 to 1.8 bars~gauge! and
2 to 10 m/s, respectively. In terms of the Reynolds number, ReD ,
it covers from 0.643105 to 3.183105.

The particle tracking flow visualization method~PTFV! is em-
ployed to reveal the flow patterns. When the flow visualization is
conducted, plastic particles made of polystyrene~PS! are used to
scatter the laser light via a particle seeding mechanism. The diam-
eters of the polystyrene particles are between 30 to 70mm and the
specific weight is 1.03 at 25°C. Ignoring the effect of turbulent

Fig. 4 Grid size independency tests for cases with 90 deg, 60
deg and 30 deg V-ports. R is the radius of the circular pipe and
r refers to the y -direction. „a… The axial velocity profile at the
section 2D in front of the valve „b… the axial velocity profile 6D
behind the valve

Fig. 5 Velocity fields at various sections
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diffusion, the relaxation time constant is estimated to be less than
6.2531025 s and the Stokes number is in the order of 1026

within the range of experiment so that slip between the flow and
particles could be neglected~Richard & John@9#!. A digital cam-
era and a Charge-Coupled Devices~CCD! camera are used to take
the pictures of path line patterns and the animations of the flows.

3 Numerical Method
Fluid flows through the ball valve with V-ports are simulated

numerically. Incompressible and viscous fluids are considered in
the model. Fluids have to conserve mass and momentum, so the
continuity equation and the Navier-Stokes equations are used as
governing equations. Since the inlet velocity varies from 2 m/sec
to 10 m/sec, corresponding Reynolds numbers from 0.643105 to
3.183105 reveal that flows studied are turbulent. In addition, no
energy transfer is considered. Uniform temperature through the
fluid flow is postulated.

To deal with turbulent flows, the Reynolds averaged approach
is utilized to decompose mean quantities and fluctuations for all of
the physical variables. Therefore, 3-D governing equations can be
denoted as

]U j

]xj
50, j 51;3, (1)

whereU is the mean velocity and the subscript,j 51;3, refers to
Reynolds averaged components in three directions respectively.

Furthermore, momentum conservation can be described by the
Reynolds averaged Navier-Stokes~RANS! equations which can
be written as

U j

]Ui

]xj
52

1

r

]P

]xi
1gi1

1

r S ]t i j

]xj
1

]t i j8

]xj
D , i , j 51;3, (2)

where

t i j 5mS ]Ui

]xj
1

]U j

]xi
D (3)

and

t i j8 52ruiuj , (4)

with t i j as the viscous shear stress of the mean flow andt i j8 as the
Reynolds stress due to velocity fluctuations. Because of the un-
known Reynolds stress, more equations are required to close the
RANS equations. Hence, a turbulence model is required to simu-
late the Reynolds stress in turbulent flows. Thek-« turbulence
model ~Launder@10#! is employed in this study. Coefficients ap-
pearing in thek-« turbulence model are presented in Table 1.

Resultant governing equations are solved using a commercial
CFD package, STAR-CD™. The finite volume method is the main
approaches employed by STAR-CD™ to discretise the governing
equations~1! and ~2!. In additions, the SIMPLE algorithm in
STAR-CD™ was adopted to calculate the steady state solutions.
The resultant systems of linear algebraic equations were solved by
the algebraic multigrid~AMG! method. The fluid domain has to

Fig. 6 Flow patterns of computational results at Re Ä0.64Ã105 and aÄ0 deg
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be divided into control volumes before the numerical simulation.
Figure 3 demonstrates the 3-D computational mesh utilized in the
numerical simulation. The entrance length from the upstream
boundary to the valve is 20D. The downstream length from the
valve to the outlet boundary is 60D. Number of control volumes
vary from 109770 to 101986 due to different V-ports and valve
openings. Figures 4~a! and ~b! show the grid size independency
tests for various meshes. The original meshes have 109770,
103722 and 101986 computational cells for cases with 90 deg, 60
deg and 30 deg V-ports. In addition, the refined meshes have
203970, 197922 and 196186 cells for cases with 90 deg, 60 deg
and 30 deg V-ports. The axial velocity component profiles along
they-direction 2D in front of the valve are given in Fig. 4~a!. It is
clear that results obtained by various meshes are close. Figure
4~b! demonstrates the axial velocity profiles along they-direction
6D behind the valve. Results using various meshes are close also.
Therefore, the grid size independency in the established numerical
model can be approved.

A uniform velocity is imposed at the inlet boundary. Mean-
while, the floating boundary condition is utilized at the outlet
boundary. To make sure that the mass conservation is satisfied at
each cell, a mass residual requirement is set as 1023. Computa-
tions were executed at the National High Performance Center Tai-
wan. IBM SPP is the main workstation used to perform STAR-
CD™. The CPU time for each case is about 6045 s.

4 Results and Discussion

4.1 Flow Conditions. Several inlet flows and valve open-
ings have been tested. The values of inlet velocity for the numeri-
cal model and experiments are 2, 4, and 6 m/s, which correspond
to Reynolds numbers, ReD5rUiD/m, 0.643105, 1.273105 and
1.913105, respectively. The valve openings,f, under tests are
100%, 88.9%, 77.8%, 66.7%, 55.6% and 44.4%. These values
correspond to the angles of the ball valve,a50, 10, 20, 30, 40
and 50 deg. Due to the limit of the pump and the increasing
pressure drop, cases for openings less than 44.4% were not avail-
able in the established experimental system.

4.2 Flow Patterns. Since fluid flows studied are turbulent
and at high Reynolds numbers, their characteristics are not af-
fected by Reynolds number but the Reynolds stress~Tennekes &
Lumely @11#!. Chern & Wang @4# indicated that fluid flows
through a ball valve at high Reynolds numbers have the same flow
patterns under the same valve opening. Hence, the fluid flows at
Re50.643105 are used to demonstrate variation in flows with
respect to V-ports and the ball valve openings in this study.

4.2.1 Numerical Results.Figures 5~a!–5~c! show the 3-D
numerical results at different view points. Figure 5~b! is the ve-
locity field at thez-section plane. Figure 5~c! is the velocity field
at thex-section plane. The last one is used in the following results.

Fig. 7 Flow patterns of computational results at Re Ä0.64Ã105 and
aÄ20 deg
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Figure 6 shows the velocity field of the numerical results for the
fully opened ball valves~a50 deg! with various V-ports at a
Reynolds number of 0.643105. When the valve is fully open
~a50 deg!, the velocity profile through the ball valve without a
V-port is parabolic as shown in Fig. 6~a!. The maximum velocity
of 2.5 m/s appears at the center of the velocity profile. Figures

6~b!–~d! give the flow patterns when V-ports of angles 90 deg, 60
deg and 30 deg are installed. It is observed that the peak of the
velocity profile moves down as a V-port is installed at the exit of
a ball valve. The velocity profile is distorted to a triangular profile
as the angle of the V-port decreases. Meanwhile, the maximum
velocity of the profile increases as the angle of the V-port de-
creases. Maximum values of the velocity profile are 2.9, 4.1, and
8.7 m/s when 90 deg, 60 deg, and 30 deg V-ports are used respec-
tively. Figure 6~d! reveals the velocity field in a ball valve with a
30 deg V-port. It is apparent that a recirculation region appears in
the upper part of the downstream region even though the ball
valve is fully opened. Also, most of the fluid flows though the
lower part of a V-port due to its larger cross-section than the upper
part. Figures 7 shows flow patterns of the ball-valve witha set at
20 deg. Three vortices are found in the ball valve without a V-port
as shown in Fig. 7~a!. These vortices grow as the valve angle,a,
increases. When a V-port is installed, the vortex at the lower part
of the downstream region decreases in size. This is shown sche-
matically as vortex 3 in Fig. 8. The vortex 3 at the lower part
behind the ball valve with a 30 deg V-port almost disappears due

Fig. 8 Schematic flow pattern in the valve flow

Fig. 9 Flow patterns at Re Ä0.64Ã105 and aÄ0 deg
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to the vortex 4 shown in Fig. 8! at the upper part of the down-
stream region. Figure 8 shows a schematic flow pattern when a
V-port is utilized. In general, there are two vortices~1 and 2 in
Fig. 8! inside the ball valve. Two vortices~3 and 4 in Fig. 8!
appear at the downstream region. The vortex 3 is observed at the
lower region. The vortex 4, which is not found in the case without
a V-port, appears at the upper part.

4.2.2 Results of PTFV.Flow patterns through the acrylic
ball valve with various V-ports are visualized using the PTFV
method. Figure 9 presents flow patterns when the ball valve with
various V-ports are fully open. It is found that the vortex 4 appears
at the downstream upper region when a V-port is installed. This
agrees with the numerical results as shown in Fig. 6. Most of the
fluid through the ball valve travels through the lower part of the
V-ports because the upper open area of a V-port is smaller than
that of the lower part. It should be noted that cavitation is ob-
served at the downstream region when a 30 deg V-port is utilized
as shown in Fig. 9~c!. It is because that the 30 deg V-port causes
the local pressure of the upper region to decrease to values lower

than the vapor pressure. Therefore, the cavitation appears in the
edge of the recirculation when the ball valve is fully open.

Figure 10 presents the flow patterns when the angle of the ball
valve is 20 deg.~a!, ~b!, and ~c! refer to cases with V-ports of
angles 30 deg, 60 deg, and 90 deg, respectively. The vortex 3 at
the downstream lower region appears when the valve is not fully
open. In general, vortices grow as the angle of the ball valve,a,
increases. These flow patterns agree with numerical results~Fig.
7!. The cavitation in the flow through the 30 deg V-port is worse
than in previous cases as shown in Fig. 9~c!.

4.3 Characteristic Coefficients. In general, a valve is
evaluated using three coefficients: the loss coefficient, the flow
coefficient and the cavitation index. Kirik & Driskell@12# pro-
vided formulas for these coefficients. The loss coefficient repre-
sents the energy loss due to a valve. It can be denoted as

K5
DP

1
2rUi

2
, (5)

Fig. 10 Flow patterns at Re Ä0.64Ã105 and aÄ20 deg
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where Ui is the mean inlet velocity.DP is the pressure drop
measured between 2D in front of the valve and 6D behind the
valve. The flow coefficient refers to the capability of flow in a
valve, defined as

CV5
q

0.865Fp
A G

DP
, (6)

whereq is the volume flow rate,G is the specific gravity relative
to water at 4°C andFp is the geometric factor.G andFp are set to
unity in this study. To predict the conditions where cavitation
happens, the cavitation index is used and is denoted as

Ccs5
DP

Pin2Pv
, (7)

where Pv refers to the saturated vapor pressure~2.339 kPa at
20°C!.

4.3.1 Loss Coefficient, K.Figure 11 provides the comparison
result of the loss coefficient,K, between numerical and experi-
mental results when the 90 deg V-port is installed. There is an
agreement between numerical and experimental results. The varia-
tion of inlet velocity ~or the corresponding Reynolds number!
does not affect the loss coefficient in terms of Fig. 11. As the
percent opening of the ball valve decreases, the loss coefficient
increases. Subsequently, Figs. 12 and 13 demonstrates results of
loss coefficient when the 60 and 30 deg V-ports are employed,
respectively. In terms of Figs. 12 and 13, the loss coefficients

Fig. 11 Loss coefficient of 90 deg V-port

Fig. 12 Loss coefficient of 60 deg V-port

Fig. 13 Loss coefficient of 30 deg V-port

Fig. 14 Effect of various V-ports on loss coefficient. Results
shown are obtained from experiments
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estimated by the numerical model are less than the experimental
results. This was also found in the fluid flow without V-ports
~Chern & Wang@4#!.

Figure 14 reveals experimental results of loss coefficient using
various V-ports. It is clear that the loss coefficient increases when
the angle of V-port decreases. V-ports with small angles cause
more pressure loss than V-ports with large angles. As a result,
using a V-port may control the volume flow rate in the pipe, but it
also causes more energy loss.

4.3.2 Flow Coefficient, CV. Effect of V-ports on the flow
coefficient,CV , can be found in Figures 15–17. Figure 15 shows
the numerical and experimental results for the fluid flow through
the 90 deg V-port.CV increases as the valve open,f, becomes
large. However, the relationship betweenCV and the valve open is
not linear in terms of Fig. 15. Also, the numerical results are larger
than the experimental results. Figure 16 reveals results for the

fluid flow through the 60 deg V-port. It is found thatCV is pro-
portional to the valve open in terms of numerical and experimen-
tal results for percent openings from 50% to 100%. Percent open-
ings less than 50% were not investigated. In addition, when the 30
deg V-port is used, Fig. 17 presents thatCV is proportional to the
valve opening. That means 60 and 30 deg V-ports can linearly
control the volume flow rate in the piping system from 50 to 100
opening of the valve. Figure 18 indicates the comparison ofCV in
fluid flows passing through various V-ports in terms of experimen-
tal results. It is found thatCV decreases as the angles of V-ports
decreases. Although 60 and 30 deg V-ports can linearly control the
volume flow rates, the volume flow rates in the piping system are
less than the case without a V-port.

4.3.3 Cavitation Index, Ccs. Figure 19 demonstrates the
variation of cavitation index,Ccs , with respect to the valve open-
ing in the fluid flow passing through the 90 deg V-port. There is an

Fig. 15 Flow Coefficient of 90 deg V-port

Fig. 16 Flow Coefficient of 60 deg V-port

Fig. 17 Flow Coefficient of 30 deg V-port

Fig. 18 Effect of various V-ports on flow coefficient
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agreement between numerical and experimental results in Fig. 19.
Furthermore, Fig. 20 givesCcs in the case with the 60 deg V-port.
The cavitation index in Fig. 20 is higher than the one in Fig. 19.
This implies that cavitation more possibly appears in the case with
the 60 deg V-port. In addition, Fig. 21 showsCcs in the fluid flow
through the 30 deg V-port. The curve ofCcs is close to unity in all
valve openings. This means cavitation appears in the flow with the
30 deg V-port even though the valve is fully opened. This agrees
with the results of previous flow visualization~Figs. 9~c! and
10~c!!. Although the 30 deg V-port can control the volume flow
rate linearly, it also can induce cavitation in the flow even though
the ball valve is fully open. Figure 22 demonstrates the compari-
son of cavitation indices for various V-ports in terms of experi-
mental results, it is obvious that cavitation indices increase as the
angle of V-port decreases.

Conclusions
Effect of V-ports on flows passing through a ball valve is in-

vestigated numerically and experimentally. Test cases were run for
valves operating from 50% to 100% open. When a V-port is uti-
lized, a new vortex~No. 4!, which is not found in the case of ball
valves-only, is observed at the downstream upper region. This
study showed that V-ports can linearly control the volume flow
rate from 50%–100% open. In our test cases, 60 and 30 deg
V-ports both can attain this purpose. The 90 deg V-port, however,
does not work well. The V-ports decrease the volume flow rate
and increase the pressure loss. The smaller the angle of a V-port,
the more the pressure loss. The cavitation should be considered
when a V-port is used with a valve. The critical value of the valve
open at which the cavitation appears increases when a V-port is
employed. The cavitation is observed even when the valve with a

Fig. 19 Cavitation index of 90 deg V-port

Fig. 20 Cavitation index of 60 deg V-port

Fig. 21 Cavitation index of 30 deg V-port

Fig. 22 Effect of various V-ports on cavitation index
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30 deg V-port is fully open. According to all of the results, the 60
deg V-port seems to be the most appropriate one for the linear
volume flow control.
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Nomenclatures

A 5 cross-section area of ball valve, m2

AV 5 cross-section area of V-port, m2

Ccs 5 cavitation index
CV 5 flow coefficient
D 5 diameter of straight pipe, m
g 5 gravitational acceleration, m•s22

K 5 loss coefficient
k 5 turbulent kinetic energy, m2•s22

P 5 pressure, Pa
Pv 5 saturated vapor pressure, Pa

q 5 volume flow rate, m3•s21

ReD 5 Reynolds number,UiD/n
Ui 5 averaged velocity at the inlet boundary, m•s21

2ruiuj5 Reynolds stress, kg•m21
•s22

a 5 angle of ball valve
u 5 angle of V-port
r 5 density of water, kg•m23

t 5 viscous shear stress, kg•m21
•s22

t8 5 Reynolds stress, kg•m21
•s22

« 5 rate of dissipation, m2•s23

n 5 kinetic viscosity of water, m2•s21

f 5 open of ball valve
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Introduction
The hydraulic performance of centrifugal oil pumps can be il-

lustrated by using three curves: head-flow rate, power-flow rate
and efficiency-flow rate. Figure 1 shows the performance curves
of the pumps. In general, the performance can be given exactly
through experiment only. The attempt of this paper is to calculate
the several parameters which describe the sub-macro-
characteristics, such as the slip factor, hydraulic, volumetric and
mechanical efficiencies, based on the performance and geometry
of impeller at best efficiency point~BEP!.

The hydraulic losses in centrifugal oil pumps include friction
loss along flow channel wall, shock loss at leading edge of blade
and local vortex loss at BEP. Friction loss due to high viscosity of
liquid and shock loss have large percentage in the total, so the
local vortex can be neglected. The energy conservation equation
in centrifugal oil pumps can be written as

H5Hth2KQ2 (1)

where H stands for the known head of the pump at BEP,Hth
presents the theoretical head, hereHth , K will be determined by
the experimental data of performance and the geometry of impel-
ler, Q denotes the known flow rate andK is hydraulic loss coef-
ficient, which can be considered as a constant at BEP.

The head-flow rate curve has been worked out based on the
experimental data of performance. The following equation can be
obtained by differentiating equation~1! with respect to flow rateQ

dH

dQ
5

dHth

dQ
22KQ (2)

where the slopedH/dQ of the head curve can be calculated via
the head-flow rate curve.

If the pre-circulation of flow in the inlet of impeller is ignored,
the Euler’s equation for centrifugal oil pumps will be written as

Hth5
Vu2u2

g
(3)

The circumferential component of the absolute liquid velocity
at the discharge of impeller is

Vu25su22
Q

hVA2 tanb2
(4)

where s stands for the slip factor at BEP,su2 represents the
impeller tip speed after considering the slip of flow at impeller
discharge,hV is volumetric efficiency of pump,A2 the discharge
area of impeller,b2 blade discharge angle, andu2 stands for the
impeller tip speed. Here the slip factors is defined as

s512
DVu2

u2
(5)

where DVu2 is the slip liquid velocity at impeller discharge in
circumferential direction.

Then the theoretical head is written as

Hth5
u2

g S su22
Q

hVA2 tanb2
D (6)

Hth is differentiated with respect toQ, the following equation
can be obtained

dHth

dQ
52

u2

ghVA2 tanb2
(7)

The Eqs.~1!, ~2!, ~6! and ~7! are solved simultaneously, and the
slip factor can be calculated using the following equation

s5
g

2u2
2 F2H2QS dH

dQ
2

u2

ghVA2 tanb2
D G (8)

Hydraulic efficiency

hh5
H

Hth
(9)

where

Hth5H1KQ2,

K520.5@dH/dQ1u2 /~ghVA2 tanb2!#/Q.

Mechanical efficiency

hm5
h

hVhk
(10)
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whereh stands for the best efficiency of pump, which is known
based on the performance test.

The method in@2# for estimating the flow rate of leakage from
the clearance between the two concentric cylinders of the wear-
ring mounted on impeller is adapted in this paper. Figure 2 illus-
trates the cross-section of test pump in present paper. There are
two wear-rings in the impeller here, one is front wear-ring and the
other is rear wear-ring. The front wear-ring and the rear one are
installed on the shroud of impeller and the hub of impeller, re-
spectively, to resist liquid flow from volute to impeller eye. Both
wear-rings share the same geometry. There are five balance holes
in the hub to balance the axial thrust on the impeller. The holes
can allow less flow to pass the wear-ring due to their additional
hydraulic resistance to flow. Therefore, the leakage through the
rear clearance is less than that through the front one.

The flow rate of leakage through the front wear-ring can be
written as

qf5
pdmbm

A0.02l m /bm11.5
A2gDH f (11)

wheredm represents the diameter of the wear-ring,l m is the length
of the wear-ring,bm is the radial clearance of the wear-ring and
DH f is the differential pressure across the wear-ring. Suppose that
the fluid rotating angular velocity in the spaces between impeller
shrouds and pump casing is half of the impeller rotating angular
velocity, thenDH f can be written

DH f5Hp2
1

4 S u2
22um

2

2g D (12)

where HP is the static pressure in volute, andum denotes the
rotating speed of the wear-ring.HP can be gained by using the
following equation

HP5H2
V3

2

2g
(13)

whereV3 is mean liquid velocity in the volute,V35Q/F8 , F8 is
area of the volute throat.

The flow rate of leakage through the rear wear-ring can be
written as

qr5
pdmbm

A0.02l m /bm11.51~pdmbm /Fb!2jb

A2gDHr (14)

where Fb represents the total area of balance holes,Fb

5Zbpdb
2/4, Zb is number of balance holes,db diameter of the

hole, jb denotes local loss coefficient of a balance hole, in gen-
eral, jb52. DHr is the pressure difference across the rear wear-
ring. It can be read as

DHr5Hp2
1

4 S u2
22ub

2

2g D (15)

Fig. 1 Performance curves of centrifugal oil pumps

Fig. 2 The cross-section of test pump

Fig. 3 Slip factor variation with viscosity

Table 1 Geometries of impeller, volute, wear-ring and balance hole

Impeller and Volute Wear-ring

Impeller diameter,D2 213 mm Diameter,dm 100 mm
Eye diameter,D j 72 mm Length,l m 15 mm
Blade outlet width,b2 7.5 mm Clearance,bm 0.25 mm
Blade outlet angle,b2 30° Balance hole
Blade outlet thickness,Su2 6.5 mm Diameter,db 8 mm
Number of blades,Z 5 Number of holes,Zb 5
Throat area, F8 432 mm2 Diameter of hole center,Db 54 mm
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whereub denotes the impeller rotating speed at the balance hole
center.

After the flow rates of leakage being available, the volumetric
efficiency can be evaluated by following formula

hV5
Q

Q1qf1qr
(16)

Obviously, if the performance curve and the geometry of im-
peller are available, the slip factor, hydraulic loss coefficient, hy-
draulic, volumetric and mechanical efficiency at BEP will be
worked out immediately.

Results and Discussion

Test Pump. The test pump is a centrifugal oil pump of type
65Y60 ~Fig. 2! based on API610 standard, which is commonly
applied to transport hot oil with temperature less than 350°C. The
parameters of the pump are: flow rateQ525 m3/h, head H
560 m, rotating speedn52950 r/min, and specific speedns

53.65nAQ/H0.75541.6 (r/min,m3/s,m).
The test rig is composed of a tank, globe valve, suction and

discharge pipes, turbine flow meter, gate valve, pressure sensor
and torque detector. The sensor gives the difference of the liquid
static pressure between the pump inlet and outlet and the detector
indicates the torque input and the shaft speed. The total uncertain-
ties of flow rate, head, input power and efficiency are 0.707%,
0.205%, 0.515% and 0.898%, respectively. The uncertainty of slip
factor is 2.32%. The kinematical viscosity values in the per-
formance test are: 1~water!, 29cSt~oil!, 45cSt~oil!, 75cSt~oil!,
98cSt~oil!, 134cSt~oil!, 188cSt~oil! and 255cSt~oil!, respectively.

Data Input. A computer program has been written for per-
forming the analysis in the method proposed above. The geometri-
cal data input into the program has been shown in Table 1.

Slip Factor. Figure 3 illustrates the variations of the slip fac-
tor calculated with viscosity at BEP. The slip will grow as viscos-
ity increase until 30cSt. As the viscosity greater than this value,
the factor decreases gradually. However, the factor for pumping
viscous oil is larger than for pumping water. It indicates that the
thicker viscosity will help the impeller to produce a higher theo-
retical head. The liquid with higher viscosity would suppress the
relative circulation in impeller channel@2# and reduce the flow
slip at impeller discharge.

Hydraulic, Volumetric and Mechanical Efficiencies. Figure
4 demonstrates the variations of respective hydraulic, volumetric
and mechanical efficiencies with various viscosities. The hydrau-
lic efficiency decreases with viscosity increase due to larger fric-
tion loss on wall of flow channels in inlet casing, volute and
impeller. This will result in a drop in head. This has been con-
firmed by performance test while pumping viscous oil. The volu-
metric efficiency has nothing to do with viscosity variation. The
larger viscosity will suppress leakage through the clearances be-
tween wear-ring and casing of the pump. The mechanical effi-
ciency drops dramatically with viscosity increase. When the vis-
cosity is 250cSt, the efficiency is low as 40%. Therefore, the
reason why the efficiency of the pump handling viscous oil drops
quickly as oil’s viscosity increases is the viscosity affects the me-
chanical efficiency heavily.

Figure 5 illustrates the both experimental mechanical loss and
impeller disk friction loss calculated by using Pfleiderer’s formula
@2#. The large difference can be found between experimental data
and results calculated. The formula was based on experimental
data for rotating flat disk in cylindrical container with zero leak-
age. Actual geometry of impeller shrouds and flow pattern in var-
ied clearance between shroud and casing wall in our test pump
~Fig. 2! differ from those which the formula depends on. There-
fore, the results of the formula shouldn’t agree well with data
based on our observations of this commercial centrifugal oil
pump.

Because the mechanical efficiency of centrifugal oil pumps re-
duces very rapidly as the viscosity of liquid pumped increase, the
efficiency of the pump will be controlled gradually by the me-
chanical efficiency. Therefore, how to improve the mechanical
efficiency will be a critical problem in the improvement of the
performance of centrifugal oil pumps when handling high viscos-
ity oil. Nevertheless, how to reduce the disc friction loss is a key
issue in this problem.

Conclusion
A method for determining some parameters, such as slip factor,

hydraulic, mechanical and volumetric efficiencies based on the
experimental performance of centrifugal oil pumps, is proposed.
The follow conclusions can be made:

1. The slip factor grows and then drops while the viscosity
increases, but it is larger for viscous oil than for water at the
viscosity between 30 and 100cSt.

Fig. 4 Various efficiencies versus viscosity Fig. 5 Mechanical loss variation with viscosity
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2. The hydraulic efficiency decreases while the viscosity gets
higher due to larger friction loss over flow passage surfaces
of impeller, inlet casing and volute.

3. The volumetric efficiency keeps constant or increases while
the viscosity grows because of less leakage through the
wearing-ring.

4. The mechanical efficiency reduces quickly as the viscosity
grows. The reduction of the disc friction loss of impeller is a
key issue to improve the performance of centrifugal oil
pumps.
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The present work deals with the analysis of the fully developed
laminar flow through silicon microchannels. The main integral
flow parameters, such as the Poiseuille number~ f Re!, the mo-
mentum flux correction factor, the kinetic energy correction factor,
the asymptotic incremental pressure drop number and the ap-
proximate value of the hydrodynamic entrance length are numeri-
cally evaluated for trapezoidal and double-trapezoidal cross sec-
tions of the silicon microchannels. The results are quoted in
tabular and in graphic form as a function of the microchannel
aspect ratio. Finally, very simple polynomial representations of
the integral flow parameters are given. These numerical data are
a useful tool for technicians and designers involved in micro-
fluidic applications and it is demonstrated that these results can
be used (instead of or before a CFD simulation approach) for a
first evaluation of the pressure drop for liquid flows through
smooth microchannels having a hydraulic diameter greater than
30 mm. @DOI: 10.1115/1.1760545#

Introduction
Micron size mechanical devices are today encountered both in

commercial and in scientific applications. It is possible to assert
that the manufacture of micro-pumps, micro-valves, micro-cold
plates, micro-heat exchangers, and other micro-components and
sensors used in chemical analysis, in biomedical diagnostics, in
flow measurements or in electronic cooling, are today a consoli-
dated reality. The research on MEMS~Micro-Electro-Mechanical

Systems! is exploring different applications which intimately in-
volve the dynamics of fluids, the single phase and two-phase
forced convective heat transfer and new potential applications are
continuously being proposed. The understanding of microscale
transport phenomena is important for the design of a micro fluidic
component. For this reason, many studies have been conducted in
order to analyses the behavior of flows through microchannels.
The literature is inconclusive with respect to the effect of minia-
turisation on heat transfer and pressure drop; in fact, many experi-
mental results obtained for laminar flow through microchannels
present a significant deviation from the predictions of the conven-
tional theory. Various motivations have been proposed to account
for the deviations from the results of the conventional theory; the
surface conditions~relative roughness! of the channel@1–5#, the
property variation effects@6,7#, the electro-osmotic effects~EDL!
@8,9# and the high experimental uncertainties~Palm @10#! have
been invoked to explain the anomalous behavior of the transport
mechanisms through microchannels.

Recently, Obot@11# presented critical reviews of the published
results on the friction factor and convective heat transfer in mi-
crochannels. This work is particularly interesting because it rep-
resents a first attempt to compare critically, also from a quantita-
tive point of view, the experimental results obtained for
microchannels with the conventional theory validated for large
sized channels. Obot demonstrated that the deviations from the
conventional theory of the pressure drop and the convective heat
transfer data are, in some cases, fictitious. He concluded that the
predictions of the conventional theory hold for laminar liquid flow
through microchannels having a hydraulic diameter greater than
40 mm. This fact has been confirmed by the succeeding experi-
mental investigations@12,13#.

Recently, Wu and Cheng@14# conducted an experimental inves-
tigation to measure the friction factor of the laminar flow of
deionized water in silicon microchannels of trapezoidal cross-
section. They demonstrated that the friction factor is greatly influ-
enced by the cross-sectional aspect ratio. The authors compared
their experimental friction factors by using the conventional re-
sults for pipes (f Re516) and with an approximate solution due to
Ma and Peterson@15# because, for the typical cross-sections of the
silicon microchannels, a complete series of data for fully devel-
oped laminar flow is not available in literature.

The aim of the present work is to fill this gap. A detailed analy-
sis of the behavior of liquid laminar flow through silicon micro-
channels by using the conventional theory is developed. The main
integral flow parameters are numerically evaluated for trapezoidal
and double-trapezoidal cross sections of a silicon microchannel.

Analysis
Consider an integrated micro-fluidic system manufactured by

etching on the back of a silicon wafer. When a photo-lithographic
based process is employed, one can obtain microchannels having
a cross-section fixed by the orientation of the silicon crystal
planes; the microchannels etched in^100& or in ^110& silicon using
a KOH solution have a trapezoidal cross-section~with an apex
angle of 54.74 deg imposed by the crystallographic morphology
of the^100& silicon! or a rectangular cross-section, respectively. In
the present paper, microchannels having a rectangular, trapezoidal
and double-trapezoidal~obtained by gluing together two trapezoi-
dal microchannels! cross-section will be considered~see Fig. 1!.
The fluid runs through the microchannels under an imposed pres-
sure gradient. The microchannels have an axially unchanging and
uniform cross-section with an area equal toV and the perimeter
equal toG. The maximum width of the cross section is indicated
with a, the minimum width withb and the height withh. A Car-
tesian system of coordinatesj, h, j, is assumed, with its origin in
the bottom left-hand corner of the inlet cross-section.

A 2-D analysis of the microchannel can be made under the
following assumption:
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1. the transport processes are considered to be steady-state and
bi-dimensional;

2. the fluid is Newtonian, incompressible, isothermal and with
a laminar fully developed velocity profileu(j,h);

3. all the channel walls are rigid and nonporous;
4. the fluid physical properties are assumed as constant.

Consequently, the momentum equation for the fluid can be written
as follows:

¹2u52
1

m

dp

dz
(1)

It is suitable to introduce the dimensionless quantities:

x5
j

Dh
; y5

h

Dh
; V* 5

V

Dh
2 ;

G* 5
G

Dh
; ¹* 5Dh¹; V~x,y!5

u

W
; p* 52

Dh
2

mW

dp

dz
;

(2)

whereW denotes the average velocity andDh the hydraulic diam-
eter of the microchannel. Consequently, the dimensionless mo-
mentum and energy balance equations are readily obtained in the
following form:

¹* 2V1p* 50 (3)

The momentum conservation equation is resolved by using the
boundary condition of no-slip at the walls. For a liquid flow, this
assumption is justified; by assuming the typical mean free pathl
of molecules under ambient conditions equal to 0.1–1 nm indica-
tively, the Knudsen number (Kn5l/Dh) can assume values
greater than 0.001 only if the hydraulic diameter of the micro-
channel is less than 1mm.

From the velocity distributionV(x,y) it is possible to derive the
value assumed by the main flow parameters as a function of the

microchannel aspect ratio (g5h/a or b5h/b). The flow param-
eters which can be useful during the design stage of a micro-
machined flow device are:

• the value ofVmax:

Vmax5
umax

W
(4)

• the asymptotic value of the momentum flux correction factor
Kd defined as:

Kd5
1

V* EV*
V2~x,y!dV* (5)

• the asymptotic kinetic energy correction factorKe defined as:

Ke5
1

V* EV*
V3~x,y!dV* (6)

• the Poiseuille number defined as the product of the Fanning
friction factor for fully developed flow~f ! and the Reynolds
number~Re!:

~f Re!fd52
1

2V* EG*

]V

]n*U
G*

dG*5
p*

2
(7)

These flow parameters depend only on the geometry of the duct
cross-section.

As is well known, the investigation of the velocity and the
pressure distribution in the entrance flow field is possible by in-
troducing the apparent Fanning friction factor. This parameter can
be correlated, for a ‘‘long microchannel’’ (L@Dh), to the fully
developed Poiseuille number (f Re)fd and to the asymptotic incre-
mental pressure drop numberK inf :

~ f Re!app5~ f Re! f d1
K inf ReDh

4Lch
(8)

where, in order to determineK inf , an approximate analytical
method can be utilized@16#:

K inf52~Ke2Kd! (9)

As demonstrated by McComas@17#, it is possible to determine an
approximate value of the hydrodynamic entrance length by using
the values of the flow parameters in the fully developed region:

Lhy* 5
Lhy

Dh Re
5

Vmax
2 2122~Ke2Kd!

4 f Ref d
(10)

The approximate values ofLhy* computed by means of Eq.~10!
are in general lower than those obtained from experiments.

The problem described by Eq.~3! with the boundary condition
of no-slip at the walls has been solved numerically by means of a

Fig. 1 Schematic representation of the microchannel cross-
sections

Table 1 Benchmark of the numerical results for a rectangular cross section with the analytical results quoted by Shah and
London †19‡

b or g

Vmax Kd Ke f Refd Lhy*

@19# @19# @19# @19#

0 1.500 1.5000 1.200 1.2000 1.543 1.543 24.000 24.00000 0.00588
0.01 1.510 - 1.204 - 1.554 - 23.677 - 0.00613
0.05 1.549 1.5488 1.218 1.2183 1.599 1.5990 22.477 22.47701 0.00709
0.1 1.601 1.6009 1.237 1.2365 1.656 1.6560 21.169 21.16888 0.00856
0.2 1.715 - 1.271 - 1.770 - 19.071 19.07050 0.0124
0.3 1.829 - 1.303 - 1.878 - 17.512 17.51209 0.0171
0.4 1.924 1.9236 1.328 1.3283 1.969 1.9690 16.368 16.36810 0.0217
0.5 1.992 1.9918 1.347 1.3474 2.039 2.0389 15.548 15.54806 0.0255
0.6 2.038 - 1.361 - 2.088 - 14.980 14.97996 0.0284
0.7 2.067 - 1.370 - 2.121 - 14.605 14.60538 0.0303
0.8 2.085 - 1.375 - 2.141 - 14.378 14.37780 0.0316
0.9 2.094 - 1.378 - 2.151 - 14.261 14.26098 0.0322
1 2.096 2.0962 1.379 1.3785 2.154 2.1541 14.227 14.22708 0.0324
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code written using the software package FlexPDE™@18#. This
package is devoted to the solution of systems of partial differential
equations through a Rayleigh-Ritz-Galerkin finite-element
method. The numerical procedure implies an iterative refinement
of the grid until the prescribed accuracy, correlated with the maxi-
mum local residual valueRk , is reached. The iterative procedure
is stopped when the velocity fieldV satisfies the following
condition:

max~Rk~V,N!!,« ;kP@1,N# (11)

whereN denotes the number of triangular elements.
In order to determine the convergence error the numerical re-

sults obtained by varying« have been compared with the analyti-
cal values ofVmax,Kd ,Ke ,f Refd quoted by Shah and London@19#
for a rectangular channels. For« equal to 1027, the following
maximum relative differences between the numerical and the ana-
lytical values ofVmax,Kd ,Ke ,f Refd have been found:

DVmax
50.021% DKd

50.040%

DKe
50.005% D f Re50.003% (12)

The comparison between the numerical and the analytical results
for rectangular channels is shown in Table 1. The estimates given

for the convergence error on the main flow parameters for rectan-
gular channels are considered reliable also for the numerical re-
sults obtained for the trapezoidal and the double-trapezoidal chan-
nels. By using the same value of« (1027) for all the cross-
sections considered, the required number of triangular elements
~N! in order to satisfy the residual-based adaptive refinement cri-
terion, ranges between a minimum value of 70,000~for the square
channel! and a maximum value of 350,000~for the double-
trapezoidal channel withg50.02).

Results
In Tables 2 and 3, the numerical values obtained for the main

flow parameters in the case of a trapezoidal and a double trapezoi-
dal KOH-etched microchannel respectively are quoted as a func-
tion of the aspect ratio of the channel. Two different definitions of
the aspect ratio are used in literature for trapezoidal channels (g
5h/a or b5h/b with reference to the symbols quoted in Fig. 1!.
In Table 2, bothb andg are quoted in order to simplify the use of
the data. For â100& silicon microchannels the aspect ratiog

Table 2 Main flow parameters for trapezoidal Š100‹ silicon mi-
crochannels

b g Vmax Kd Ke f Refd Lhy*

0 0.000 1.5 1.2 1.543 24 0.0059
0.01 0.010 1.511 1.205 1.556 23.597 0.0062

0.0277 0.027 1.530 1.212 1.580 22.931 0.0066
0.05 0.047 1.555 1.222 1.610 22.174 0.0072
0.1 0.088 1.610 1.243 1.674 20.737 0.0088
0.2 0.156 1.719 1.279 1.793 18.650 0.0124
0.3 0.211 1.822 1.310 1.897 17.244 0.0166
0.4 0.255 1.908 1.334 1.984 16.263 0.0206
0.5 0.293 1.976 1.354 2.054 15.565 0.0242
0.6 0.325 2.027 1.368 2.108 15.060 0.0270
0.7 0.352 2.065 1.379 2.150 14.690 0.0293
0.8 0.375 2.094 1.388 2.182 14.417 0.0312
0.9 0.396 2.116 1.394 2.207 14.215 0.0326
1 0.414 2.132 1.399 2.225 14.063 0.0337

1/0.9 0.432 2.146 1.403 2.241 13.940 0.0346
1.25 0.452 2.158 1.407 2.254 13.832 0.0355
1/0.7 0.473 2.168 1.410 2.266 13.745 0.0362
1/0.6 0.497 2.177 1.412 2.275 13.685 0.0368

2 0.522 2.183 1.414 2.282 13.654 0.0372
2.5 0.551 2.189 1.415 2.287 13.654 0.0375

1/0.3 0.583 2.196 1.417 2.294 13.679 0.0378
5 0.620 2.206 1.420 2.307 13.694 0.0382
10 0.660 2.219 1.426 2.330 13.622 0.0388
` 0.707 2.228 1.431 2.346 13.308 0.0401

Table 3 Main flow parameters for double-trapezoidal Š100‹ sili-
con microchannels

g Vmax Kd Ke f Refd Lhy*

0 1.500 1.200 1.543 24.000 0.00588
0.02 1.518 1.207 1.563 23.459 0.00631
0.1 1.598 1.233 1.648 21.507 0.00841
0.2 1.717 1.267 1.758 19.501 0.01239
0.4 1.931 1.321 1.950 16.746 0.02196
0.5 1.989 1.337 2.007 15.923 0.02537
0.6 2.019 1.346 2.039 15.403 0.02744
0.7 2.030 1.350 2.053 15.126 0.02834
0.8 2.033 1.351 2.057 15.027 0.02863
0.9 2.036 1.351 2.060 15.043 0.02871
1 2.044 1.353 2.068 15.111 0.02892

1.2 2.083 1.369 2.123 15.081 0.03035
1.3 2.106 1.381 2.164 14.785 0.03161

1.414 2.119 1.388 2.188 14.055 0.03362

Fig. 2 Comparison between the present numerical results and
Ulrich’s correlation †20‡ for the geometry coefficient CR of a
Š100‹ silicon trapezoidal microchannel

Fig. 3 Comparison with the correlation of Damean and Reg-
tien †21‡ for a double-trapezoidal silicon microchannel having
fÄ54.74 deg
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cannot exceed the value oftg(f)/2 ~equal to 0.707 forf
554.74 deg) corresponding to the degeneration of the channel
cross-section to the triangular geometry (b5`).

The aspect ratiog of a double-trapezoidal channel is defined as
the ratio between the height~h! and the maximum width (a); g
can assume all the values between 0, the parallel plates configu-
ration, and 1.414, the rhombic configuration.

Richter et al.@20# gave a simple correlation, proposed by Ul-
rich, in order to calculate the value of theCR ~where CR

5( f Re)fdG
2/(8V)) for KOH-etched trapezoidal microchannel:

In Fig. 2, the results obtained in the present analysis are com-
pared with the prediction of Ulrich’s correlation. It is possible to
underline the very good agreement of the present data with Ul-
rich’s correlation; the maximum deviation of the present numeri-
cal data from Ulrich’s correlation is equal to 1.5%.

More recently, Damean and Regtien@21# presented a correla-
tion in order to calculate the fully developed Poiseuille number as
a function of the aspect ratio for laminar flow through double-
trapezoidal ducts etched in^100& silicon. In Fig. 3, the data quoted
in Table 3 are compared with the prediction of the (f Re)fd ob-
tained by using the Damean and Regtien correlation; the agree-
ment with the polynomial approximation of Damean and Regtien
@21# is good~maximum deviation equal to 0.83%!.

No data are available in the open literature forVmax, Kd , Ke
and Lhy for the trapezoidal and double trapezoidal KOH-etched
microchannels.

A fifth order polynomial approximation for calculating
( f Re)fd ,Kd ,Ke ,Lhy as a function of the channel aspect ratio~g! is
given with the aim of offering a very simple but accurate tool for
technicians and designers involved in microfluidic applications:

f Ref d or Kd or Ke or Lhy* 5(
n50

5

gig
n (13)

The values of the constantsgi are listed in Table 4 for microchan-
nels having a trapezoidal and double-trapezoidal cross section; the
maximum relative differenceD quoted in Table 4 is positive when
Eq. ~13! gives values greater than the rigorous calculation.

In Fig. 4, the fully developed Poiseuille number quoted in Table
2 for trapezoidal microchannels is compared with those obtained
by Wu and Cheng@14# testing 28̂ 100& silicon trapezoidal micro-
channels having different hydraulic diameters (25.9,Dh
,291mm) and aspect ratios (0.01,g,0.707). In Fig. 4, the
experimental average values off Refd for each microchannel are
quoted. By using the standard error analysis, the authors predicted
the maximum uncertainty in determining the Poiseuille number
equal to 11%. It can be highlighted that the agreement between the
experimental data and the present results obtained the conven-
tional theory is very good. This fact indirectly confirms that the
Navier-Stokes equations are still valid for the liquid laminar flow
in smooth silicon microchannels having a hydraulic diameter as
small as 25.9mm.

Conclusions
If one excludes the rectangular geometry, for the typical cross-

sections of the KOH-etched silicon microchannels, a complete
series of data for fully developed laminar flow is not available in
literature. In this paper the main integral flow parameter, like the
Poiseuille number (f Re), the momentum flux correction factor
(Kd), the kinetic energy correction factor (Ke), the asymptotic
incremental pressure drop number (K inf) and the approximate
value of the hydrodynamic entrance length (Lhy) are numerically
evaluated by means of a numerical code written with
FLEXPDE™ for ^100& trapezoidal and double trapezoidal micro-
channels. The comparison of the present results with the recent
experimental data on the friction factors of pressure driven lami-
nar liquid flow through^100& silicon microchannels@14# con-
firmed that the Navier-Stokes equations have to be considered
valid for microchannels having a hydraulic diameter greater than
30 mm.
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Table 4 Polynomial coefficients appearing in Eq. „13… for trapezoidal and double-trapezoidal Š100‹ silicon microchannels

Trapezoidal̂ 100& silicon microchannel
0,g,0.707

g0 g1 g2 g3 g4 g5 D ~%!

f Refd 24 242.267 64.272 2118.42 242.12 2178.79 20.14
Kd 1.2 0.3962 0.9808 21.4388 22.5004 3.3655 20.27
Ke 1.543 1.1296 3.7251 22.6799 214.585 15.496 20.68
Lhy* 0.0059 0.0165 0.1019 0.7176 22.3256 1.6935 23.9

Double-trapezoidal̂100& silicon microchannel
0,g,1.414

g0 g1 g2 g3 g4 g5 D ~%!

f Refd 24 227.471 26.117 26.6351 20.2956 20.5974 0.05
Kd 1.2 0.2833 0.5441 21.7965 1.5499 20.4277 20.1
Ke 1.543 0.8343 2.3859 26.9184 5.8104 21.5876 20.25
Lhy* 0.059 0.0055 0.212 20.4277 0.3091 20.0762 3.5

Fig. 4 Comparison between the present numerical results for
Š100‹ silicon microchannels and the experimental data of Wu
and Cheng †14‡
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Nomenclature

a 5 maximum width of the cross-section@m#
b 5 minimum width of the cross-section@m#

CR 5 geometry coefficient
Dh 5 hydraulic diameter~54V/G! @m#

f 5 Fanning friction factor
h 5 height of the cross-section@m#

Kd 5 momentum flux correction factor
Ke 5 kinetic energy correction factor

K inf 5 incremental pressure drop number
Kn 5 Knudsen number (5l/Dh)
Lhy 5 hydrodynamic entry length@m#

p 5 pressure@Pa#
Re 5 Reynolds number (5rWDh /m)

u(.) 5 fluid axial velocity @m/s#
V(.) 5 dimensionless axial fluid velocity

W 5 average velocity@m/s#
x, y 5 dimensionless rectangular coordinates

Greek symbols

b 5 aspect ratio (5h/b)
g 5 aspect ratio (5h/a)
G 5 cross section perimeter@m#
m 5 dynamic viscosity@kg/ms#
V 5 cross section area@m2#
r 5 density@kg/m3#

j,h,z 5 Cartesian coordinates@m#

Subscripts

fd 5 fully developed
app 5 apparent
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Introduction
Over the past decademicro-machiningtechnology has shown

rapid development enabling manufacture of complex micro-
electromechanical systems~MEMS!. Microscale pumps, turbines,
thrusters, sensors and actuators are a few examples of these small-
scale devices. The reduction in scale increases the complexity
of these systems. Physical laws governing these devices vary
greatly from macro scale systems, especially from the fluidics
perspective.

As the mean free path of the gas becomes comparable to the
length scale of the system, the fluid behavior tends to become
rarefied~molecular! and the gas layer adjacent to walls move. The
no-slip continuum model no longer can predict the flow without
accommodating other factors like rarefaction, compressibility, vis-
cous dissipation and thermal creep effects@1# at these scales for
gaseous flows. The Knudsen number~Kn! is a measure of the
degree of rarefaction of gases encountered in small flows through
narrow channels. It is defined as the ratio of the fluid mean free
path, l and the length scale of the physical system,L as Kn
5l/L. As Kn→0 the flow can be assumed sufficiently continu-
ous while for Kn.10 it becomes a free-molecule flow@2#. How-
ever for 0.001,Kn,10 the flow is neither sufficiently continuum
nor completely molecular, hence has been further divided into two
subcategories; slip-flow regime for 0.001,Kn,0.1 and transition
regime for 0.1,Kn,10.

Researchers have applied various numerical techniques for vali-
dating the computational models with the experimental data in
slip and transition regimes of low speed flows. Liu et al.@3,4#
have conducted both experiments and modeling of pressure distri-
bution in microchannels. Chen et al.@5# have studied the experi-
mental results of Pong et al.@6# and Arkilic et al. @7# using the
finite difference method with first-order slip boundary conditions.

§Also published in the Proceedings of FEDSM’03, 4th ASME/JSME Joint Fluids
Engineering Conference, Paper no. FEDSM2003-45535
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Karniadakis and Beskok@8# have carried out both analytical and
numerical study of flow in several micro geometries using direct
simulation Monte Carlo~DSMC! and spectral element method.
Available DSMC, molecular dynamics and Burnett equation
methods and their limitations are listed elsewhere@9#.

This paper aims to apply a computationally efficient hydrody-
namic algorithm developed at the Computational Plasma Dynam-
ics Laboratory by Roy et al.@9# for complex micro-geometries.
While the study in@9# benchmarked microchannel solution with
reported numerical results@5# and experimental data@6#, present
study focuses on flow through a wide micro-column with two
sharp 90 deg bends, which is a geometric modification of the
straight microchannel studied by Poiseuille flow@5,6#. The subject
geometry has applications in many practical microfluidic devices
that require serpentine channels to allow longer contact length
within a compact area. Following sections cover the model de-
scription, governing hydrodynamic equations and discussion of
numerical results. The solution obtained for the bends are also
compared to the reported numerical results for the straight micro-
channel@9#. To the best of our knowledge, no other published
report has addressed microflow in this particular geometry.

Model Description
The two-dimensional micro-column geometry under consider-

ation is shown in Fig. 1. The overall dimensions of the microchan-
nel with two 90 deg bends are based on the first generation
straight microchannel system@6# numerical flow prediction
through which was documented earlier@9#. The present focus is
isolated on the serpentine channel~Fig. 1! for which the centerline
length L, heightH and widthW remain the same as in Ref.@6#.
The working fluid is Nitrogen and its properties along with other
flow parameters are listed in Table 1. Since the H/W!1, the three-
dimensional effects in this case is assumed non-dominant and only
two-dimensional modeling is pursued. For two-dimensional
analysis the end effects across the widthW ~normal to thexy-
plane! have been ignored. The aspect ratio of the channel is 2500
with a centerline length of 3000mm and the Knudsen number at
the outlet is 0.0585 for the given conditions.

The compressible two-dimensional Navier-Stokes equations
with constant viscosity and Stoke’s hypothesis are used to model
the system. For the no-slip wall condition in continuum descrip-
tion, all components of the velocity vanish at the solid wall. As the
system length scale becomes comparable to the mean free path of
the working fluid, the streaming velocity at the wall becomes
important. The boundary condition in this case can be interpreted
as the flux or Neumann condition from the macroscopic point of
view. We shall implement first order slip boundary conditions
@10,11# in the momentum and energy equations. Using the

Chapman-Enskog relation for hard spherical molecules of ideal
gas at temperatureT, the wall-slip boundary condition and tem-
perature jump relations are given as,
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Above, 0<sv<1 is the tangential-momentum accommodation
coefficient and 0<sT<1 is the thermal accommodation coeffi-
cient. These depend on the different parameters like the surface
finish, the fluid, temperature and local pressure. Karniadakis and
Beskok@8# have presented a second-order accurate slip boundary
condition for predicting higher Knudsen number (Kn.0.1) flows.
Studies by Sreekanth@12# suggest Maxwell’s first-order boundary
condition breaks down near Kn50.15. However contrary to the
common practice, Roy et al.@9# have successfully applied the
first-order boundary condition for higher Knudsen number~up to
7.36!. The present problem has an outlet Knudsen number of
0.0585.

Fig. 1 Two dimensional geometry schematic used for micro-
flow analysis

Fig. 2 Richardson extrapolation plotted on a log-log scale
documents the mesh convergence in L 1 „one- … and L ` „max- …
norm

Table 1 Model dimensions and gas properties

Parameters Value

Centerline length,L 3000mm
Length,A 999.4mm
Length,B 1000mm
Width, W 40 mm
Height,H 1.2 mm
Pressure Ratio,Pin /Pout 1.34, 1.68, 2.02, 2.36, 2.70
Outlet Pressure,Oout 100.8 kPa
Temperature at the Inlet,Ti 314 K
Wall Temperature,Tw 314 K
Exit Knudsen Number,Kn 0.0585
Dynamic viscosity,m 1.8531025 Ns/m2

Specific gas constant,R 296.8 J/kg K
Ratio of specific heats,g 1.4

490 Õ Vol. 126, MAY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Results and Discussions
Nitrogen gas flow through the channel has been analyzed for

both slip and no-slip boundary conditions. The hydrodynamic
model is based on the finite element algorithm developed in Ref.
@9#. The computational domain is discretized using 560~28 along
L, 20 alongH in Fig. 1! two-dimensional biquadratic finite ele-
ments that consist of 2337 nodes. Except for solving the continu-
ity ~pressure! and the equation of state~density! where four corner
nodes are used, all variables are integrated on all nine nodes of the
biquadratic element. The solution is declared convergent when the
maximum residual for each of the state variables becomes smaller
than a chosen convergence criterion ofe51024. The gas tempera-
ture Ti at the inlet and a uniform wall temperatureTw are speci-
fied as 314 K. The velocity flux]u/]x50 and they-component of
the velocityv50 is specified at the inlet. For no-slip conditions
u50 andv50 is used on the walls, while Eqs.~1a-1b! are used
for the slip boundary conditions. For slip boundary since the
roughness of the channel is not known, we assumesV5sT
'1.0, implying that the channel surface is rough@5,9#. The pres-
sure at the outlet,P0 is maintained at 100.8 kPa while the inlet
pressure,Pi is specified based on the pressure ratio.

Richardson’s extrapolation has been utilized to determine the
mesh independence of the solution on this mesh. Using a second
order accurate interpolation, Fig. 2 plots the solution L1 ~one-! and
L` ~max-! norms. For a 90 deg bend the flow undergoes skewing
due to the change in streamwise direction in comparison to the
flow through a straight duct. In Fig. 3~a!, the no-slip condition the
flow shows a skewed parabolic profile with a zero velocity on the
walls, while for the slip boundary condition there is an increase in
the curvature showing relatively higher velocities at the walls and
the center, Fig. 3~b!.

For five selected pressure ratios, comparison of the numerical
centerline slip results of the straight and 90 deg bend in Fig. 4
shows a marked difference in the pressure distribution. This is due
to the higher shear stress caused by the sharp change in momen-
tum at the bends. The difference becomes larger as the pressure
ratio increases. The distribution for the bend shows a maximum
difference of;14% at the upstream bend and;220% along the
downstream bend. Fig. 5 shows increasing divergence for increas-
ing pressure ratios between the no-slip and the slip wall solutions
with a maximum difference of;26% at the first bend and
;110% at the downstream bend.

For the micro-column theu-velocity rises till the first transition

point and then encounters a sudden drop~to nearly zero! due to
change in direction of the flow, Fig. 6. Theu-velocity again picks
up at the second transition point~bend!. The increase in velocity is
proportional to the pressure ratio for a fixed outlet pressure. For
the peak outlet velocity, the maximum Reynolds number is 0.04.
The slip condition indicates that lesser frictional force has to be
overcome on the walls generating a higher velocity as compared
to the no-slip condition. Thus the slip flow shows nearly 55%
more velocity at the peak point than the no-slip condition for
Pin /Pout52.701. The negative values ofu-velocity indicate small
recirculation downstream of both bends as flow turns sharply.
Similar effect is observed in Fig. 7 forv-velocity at transition
points where positive values point toward existence of small local
vortices.

Fig. 8 compares the mass flow rate against the pressure ratios
for slip and no-slip conditions. Up to 2.4 times more mass flow
rate is observed for slip flows than for the no-slip flows due to
lower shear stress on the walls resulting in less momentum ex-
change. As compared to the straight microchannel the gas flow

Fig. 3 Velocity vectors in the micro-column for P in ÕPoutÄ2.701. The peak v -velocities are shown at the cen-
terline distance of 1200 mm from the inlet in the vertical section.

Fig. 4 Pressure distribution comparison of numerical results
for the micro-column with 90 deg bend and a straight micro-
channel †6,9‡ with slip flow along the centerline
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inside the micro-column with two 90 deg bends has to overcome
relatively higher shear stress reducing the overall mass flow rate
by approximately 0.4 times.

Conclusion
A finite element based hydrodynamic model has been applied to

simulate low speed Nitrogen gas flow through a micro-column
with two 90 deg bends for an outlet Knudsen number of 0.0585
and a maximum Reynolds number of 0.04. The gaseous flow has
been modeled using both no-slip and first-order slip boundary
conditions. The twisted geometry of the present study reduces the
mass flow rate by;160% than that for a straight microchannel
with the same overall dimensions. Velocity solutions predict small
re-circulations at bends indicating three-dimensional nature of the
flow that should be addressed in the future.
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Fig. 5 Pressure distribution comparison of slip and no-slip
boundary condition along the centerline of the micro-column
with 90 deg bend

Fig. 6 U velocity distribution comparison of slip and no-slip
boundary condition along the centerline of the micro-column
with 90 deg bends

Fig. 7 V-velocity distribution comparison of slip and no-slip
boundary condition along the centerline of the micro-column
with 90 deg bends

Fig. 8 Numerical mass flow comparison for the five pres-
sure ratios for slip and no-slip flow for the micro-column with
90 deg bends and corresponding mass flow for a straight
microchannel
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On August 21, 1986, a large quantity of water and gas, mainly
CO2 , was released from Lake Nyos in Cameroon, leading to the
deaths by asphyxiation of more than 1700 people, Freeth and Kay
@1#. Based in part on eyewitness reports made to an international
team of volcanologists and biologists that visited the site, the
event was initiated by a very large column of water and gas that
suddenly erupted from a point in the lake. The gas desorbed from
the water filled the lake basin to a great height and then flowed
into the populated valleys below. The earliest reports by the vol-
canologists are collected in@2#. More recent papers by Evans
et al. @3,4# and Simkin and Siebert@5# have described changes in
the lake since the event and efforts towards early warning against
a new outbreak and towards degassing the lake. The most recent
data on current efforts by volcanologists and others are available
on Web Sites@6#. The exact trigger mechanism is still controver-
sial, but the majority of the volcanologists have assumed that the
event most likely started on the magma surface@2#. In the analysis
below, the start of the column on the magma surface is repre-
sented as a simple singularity, acting as a sink for the surrounding
lake water. Entrainment of lake water by the upper portions of the
column is neglected. The present Brief Note is restricted to an
analysis of the water and gas column. It points out that the jet
velocity at the lake surface must have been the sonic velocity for
the water/gas mixture. This simple result agrees closely with the
conclusion drawn by the international team from eyewitness ac-
counts of the observed height of the resulting geyser.

WaterÕCarbon Dioxide Equilibrium as a Function of
Pressure

As a preliminary, the solution equilibrium is considered of the
heterogeneous mixture of water and carbon dioxide, the latter
partly absorbed and partly in the gas phase as bubbles. For the
present purposes it is convenient to use the mass ratiomga /mlq as
a function of pressure~and of temperature, but insignificant in the
present case! hence of depth in the lake, wheremga andmlq are
the mass of theabsorbedgas and of the saturated liquid, respec-
tively, in a unit volume. This mass ratio is nearly proportional to
the pressure, a fact known as Henry’s law. Although this law
becomes inaccurate at very high pressure, it is in error by only
about 8%@7#, even at the high lake pressure at the lake bottom
~the magma surface!. The proportionality factor will be designated
by m. For CO2 absorbed in water, at the lake temperature of about
23°C at the time of the event,m513.7 1029 (Pa)21.

Density of the WaterÕCarbon Dioxide Mixture
The properties of the liquid when saturated with the gas,with-

out gas bubbles, will be designated by the subscript ( )0 . Because
it is assumed that at the lake bottom the gas is fully absorbed, the
same subscript will also be applied to the pressurep0 , tempera-
tureT0 , densityr0 , and speed of soundc0 at the lake bottom. As

the mixture moves upwards into lower pressure, some of the ab-
sorbed gas will desorb in the form of bubbles. Quantities referring
to the desorbed gas will be designated by ( )gd ; quantities without
subscript will refer to the mixture. Taking a constant massmlq
~the mass difference of pure liquid and of saturated liquid can be
neglected!, one obtainsr5mlq(mlq /r lq1mgd /rgd)

21. From the
mass conservation of the gas,mga1mgd5mga0 . Because from
Henry’s law mga05mp0mlq and mga5mpmlq it follows that
mgd5mlqm(p02p). If the gas bubbles expand with decreasing
pressure in the lakeisothermallyat the ~constant! lake tempera-
ture, as would be the case with small bubbles with rapid heat
transfer, thenrgd5p/(RgT0) whereRg5188.9 J kg21 K21 is the
gas constant for CO2 andT0 the lake temperature. Therefore

r/r lq5~11mr lqRgT0~p0 /p21!!21 isothermal (1a)

The pressurep(z) in the column is closely approximated by the
pressure of the lake water that surrounds the column, hence is the
sum of the hydrostatic and of the atmospheric pressurepatm, so
that p5gr lq(h2z)1patm wherez is the vertical coordinate with
z50 at the magma surface, andh5210 m the depth of the lake
from the magma surface. The calculation for theisentropiccase,
which is for large bubbles with negligible heat transfer from the
water, is similar, except that now the depth in the lake at which a
particular bubble originates by desorption needs to be taken into
account. Letdmgd the mass of desorbed gas generated at the
depth interval with pressuresp1 and p12dp1 . Then dmgd
5mlqmdp1 . Moving from a depth with pressurep1 to one with
pressure p,p1 , the volume of dmgd becomes
rgd,1

21 (p1 /p)1/gdmgd , whereg51.30 is the ratio of the specific
heats for CO2 . The densityrgd,15p1 /(RgT0) is the density of the
gas bubbles where they originate. Hence the volume ofdmgd at
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Fig. 1 Upwelling from the bottom of Lake Nyos. Sonic velocity
of the liquid Õgas mixture of the underwater column, as a func-
tion of the depth in the lake. From Eqs. „2a… and „2b….
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p5p12dp becomes (mlqmRgT0 /p1)(p1 /p)1/gdp1 . Since the
origin of the rising column is atz50 with p5p0 and where at the
start of the event, by assumption, the water is saturated, the den-
sity r of the mixture is now given by

r/r lq5$11mr lqgRgT0~~p0 /p!1/g21!%21 isentropic
(1b)

Speed of Sound of the Mixture and Height of the Jet: In the iso-
thermalcase, from differentiation of~1a!, with the square of the
speed of soundc25dp/dr,

c25$1/r lq1m~p0 /p21!RgT0%
2$mp0RgT0 /p2%21 isothermal

(2a)

Similarly, by differentiation of~1b!, in the isentropiccase,

c25$1/r lq1mgRgT0~~p0 /p!1/g21!%2$~mRgT0 /p!

3~p0 /p!1/g%21 isentropic (2b)

The Runge-Kutta method with a step size inp of h5p0/200 was
used in the calculations. The maximum error in the sonic velocity
occurs at the lake surface in the isentropic case. It is approxi-
mately (c(p)2c(p12h))/(2521);0.015 m/s.

The numerical results for Lake Nyos, Fig. 1 show that the two
sonic speeds differ relatively little from each other. At the lake
bottom, where the liquid is assumed to contain as yet no gas
bubbles, the two sound speeds are equal; at intermediate depths
the isentropic sound speed is higher, but lower at low depth. As a
result, the sonic speeds of the mixture at the lake surface are
approximately equal, withc540 m/s. This low sonic velocity of
course is caused by the combination of the large inertia of the
water and the great compressibility of the desorbed gas in the
mixture. The pressure ratio~determined by the hydrostatic plus
atmospheric pressure difference between lake bottom and surface!
was far greater than the critical pressure ratio that would be
needed for supersonic flow. In the absence of a throat, the velocity
at which the under-water column emerged at the lake surface must
therefore have been just sonic, at a velocity of 40 m/s. The calcu-
lated heightH51/2c2/g of the resulting geyser becomes 82 m.
This is very close to the height of 80 m inferred from eyewitness
reports@2# that were based on the line of sight from the location of
the witnesses to the hills behind the lake, particularly to a 75 m
high promontory.
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Introduction
For sustaining a desired flow rate in a thermo-hydraulic engi-

neering system~channels, ducts etc.!, the required pressure-drop
is achieved by means of a pump. Reduction in the power required
by this pump, without adversely affecting the pressure-drop value,
is obviously an important issue, which is given careful thought by
the design engineer. Heating a channel for liquid flows reduces the
viscosity and by consequence the resulting pressure-drop@1–2#.
Obviously, one might then consider the benefit of heating the
liquid as a means to reduce the viscosity and the pumping power,
while maintaining the same pressure-drop@3#.

However, as the reduction in the liquid viscosity diminishes for
increased temperature~heating!, so does the degree of reduction in
pump power. Therefore, the study of the overall energy efficiency
of the system~heat power spent versus pump power gained! is of
fundamental importance.

Compared to clear~of porous medium! channel flows, the liq-
uid pressure-drop across a porous medium~for the same flow rate!
is always higher than the pressure-drop across a clear channel,
immaterial of the hydraulic characteristics of the medium~vis-à-
vis porosity, permeability and form coefficient!. Therefore, the
alternative of heating a liquid to reduce the pump power necessary
to make it flow is even more relevant when the liquid flows
through a porous medium.

Our interest in addressing this issue emerged from a practical
application of foam metals in cooling electronics. Using porous
medium in forced convection has become an accepted heat trans-
fer enhancement option~@4–6#!. Considering that heating~or
cooling! always takes place in forced convection, it is then sur-
prising to verify the dearth of work in this area, revealed by our
own bibliographic searches and by consulting recent authoritative
published reviews on the subject of convection through porous
media~@5–8#!.

The practical project from which this work emanates involves
the design of a compressed porous medium enhanced cold plate
for cooling airborne military phased-array radars~details are
available in@9# and@10#!. The F-22 aircraft, for which the radar is
designed, has an environmental control unit providing a limited
pressure-drop across the cold plate. This limit is well above what
is usually achieved with a clear~with no enhancement! cold plate,
but it gets surpassed quite rapidly when compressed metal foam is
used as enhancement@9#. In this case, the question is then to the
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impact of heating the liquid~already taking place! on the pump
power necessary to make it flow through the cold plate.

Consistent to our original practical interest, we decided to use
configuration~e.g., channel geometry! and liquid property values
similar to the designed cold plate. Nevertheless, the fundamental
ideas presented in this study~e.g., Eq.~5!! are independent of the
configuration, or the specific liquid and porous medium character-
istics considered here. They are also independent of the liquid
flowing through a convective system, considering that heating~or
cooling! can be added to the system.

System Configuration and Numerical Scheme
Numerical simulations are performed for a liquid with

temperature-dependent viscosity flowing through an isoflux,
parallel-plates porous medium configuration. Using the pressure-
drop versus fluid speed data for three different inlet temperatures
over a range of heat fluxes, the overall energy efficiency of the
flow system is studied.

Transport equations and their respective boundary conditions,
used to model the momentum and energy transport through a
parallel-plate porous medium channel with uniformly heated sur-
faces, and all of the simulation details~including mesh geometry,
grid independence tests, convergence criteria used, second-order
accuracy of the numerical results and validation against published
experimental and analytical results! remain identical to those re-
ported in@11# and @12#. As found in those literatures, adopting a
control volume formulation, the transport equations are dis-
cretized by a fully implicit scheme and solved through a line-by-
line relaxation method~Thomas algorithm! for a channel geom-
etry with aspect ratioL/(2H)510. The porous matrix used for the
simulations has characteristics of compressed aluminum foam,
with ks5170 W/m°C, f50.58, K54.4310210 m2 and C51.2
3105 m21 ~as reported in@13# and@14#!. The results were prima-
rily obtained for poly-alpha-olefin~PAO!, the base-stock for mo-
tor oils and lubricants and the cold-plate coolant of preference in
airborne military avionics. The strong temperature-dependent dy-
namic viscosity of PAO, based on the data gathered by@10#, can
be modeled as

m~T!50.1628T21.0868, 5°C<T<170°C (1)

Equation~5!, when the values of temperatureT are given in °C,
predicts the viscosity in Nsm22 within 3 percent accuracy@10#.
Variations of the dynamic viscosity and other thermo-physical
properties of PAO with temperature are shown in Fig. 1, with their
respective values at the normalizing temperature of 21°C being:
m055.9531023 kg/ms, r5768.5 kg/m3, cp51971.35 J/kg°C,

and kf50.1424 W/m°C. From the figure, it can be seen that,
within the temperature range prescribed in Eq.~1!, the variations
of density, specific heat and thermal conductivity of PAO are
negligible.

Pump Power: Overall Energy Gain
A good way to establish the energy efficiency of the heated

pumping system is by using a figure of meritR, defined as

R5
Ẇm0

2Ẇh

Q̇
(2)

where Ẇm0
is the power necessary to pump the liquid without

heating~i.e. isothermal flow, for any inlet temperature!, andẆh is
the power necessary to pump the liquid when heating it with a
certain amount of heat powerQ̇5q9AW .

The pump power,Ẇ, necessary to flow a liquid at a certain
volumetric flow rate,V̇5UA ~where U is the average fluid speed
across a surface areaAc), through a channel imposing a certain
pressure-drop,DP, can be calculated asẆ5DP(UAc). A way
for reducing the pump power is by heating the liquid as it flows
through the channel. Hence, the liquid viscosity decreases, de-
creasing by consequence the pressure-drop. Pressure-drop and
fluid speed results, for computingR, were obtained via numerical
simulations.

The pressure-drop for an isothermal flow through a porous me-
dium, used to findẆm0

, can be predicted by the Hazen-Dupuit-
Darcy ~HDD! model~popularly known as the Darcy-Forchheimer
model,@15#!

DPum0

L
5S m0

K0
DU1~rC0!U25Dm0

1DC0
(3)

whereDm0
andDC0

represent the global viscous and form drags,
respectively.

However, the accuracy of this model in predicting the pressure-
drop across porous medium channels under non-isothermal flow
configuration with strong viscosity variation was proven to be
poor by Narasimhan and Lage@11# and Narasimhan et al.@13#.

It has been shown in@11# that the HDD model does not capture
important thermo-hydraulic interactions occurring in the flow, due
to the fluid viscosity varying locally with temperature~thus influ-
encing the global viscous as well as the global form drag terms!,
when the channel is heated/cooled. This recent understanding led
to the development of the Modified HDD~M-HDD! model, as
proposed in@11#, incorporating the temperature-dependent viscos-
ity effects in the prediction of global pressure-drop

DPuh

L
5zmS m0

K0
DU1zC~rC0!U25zmDm0

1zCDC0
(4)

with the coefficientszm and zC representing the lumped local
effect of temperature dependent viscosity and the effect of viscos-
ity on the fluid velocity profile@11#.

Combining Eqs.~2!, ~3!, ~4!, one obtains

R5FDm0
@~12zm!1~12zC!l# (5)

whereF represents (H/L)(U/q9), andl is DC0
/Dm0

.
Equation~5! is instructive for revealing the functional between

R and other porous medium characteristics throughF and l. It
also provides means for determining the asymptotic behavior ofR.
For instance, when the heat flux tends to infinity, for a finite value
of fluid speed,zm and zc tend to zero and unity@11,16#, respec-
tively, soR will tend to zero. Recall from@11# that with continu-
ously increasing heat flux, eventually theinviscid form-drag limit
is reached because the viscosity value asymptotically goes to zero
and, by consequence, the viscous effects becomes negligible con-
firming the asymptotic result derived from Eq.~5!.

Fig. 1 Properties of PAO with temperature „from †16‡… normal-
ized by values at 21°C
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Results and Analysis
Figure 2 shows the variation ofR with increasing fluid speed,

for three inlet fluid temperatures, when the channel is heated with
q950.01 MW/m2. A very pronounced variation is observed when
the inlet temperature goes from 7 to 32°C, with low inlet fluid
temperature yielding more energy efficient process. The increase
in the inlet fluid temperature reduces the energy efficiency of the
process for the same fluid speed value, because a higher inlet fluid
temperature yields a low fluid viscosity making the flow pump
power less sensitive to heating~or, equivalently, to an increase in
temperature!. Noticeable is the temperature-dependent viscosity
effect even for relatively high inlet temperatures, such as 32°C,
when the fluid speed increases.

The effect of increasing the heat flux is shown by the graph of
Fig. 3, where curves for inlet fluid temperature fixed at 7°C and
increasing heat flux are presented. Notice the relatively stronger
effect of changing the heat flux while the heat flux increases from
0.01 MW/m2 to 0.1 MW/m2, as compared to the effect when the
heat flux grows from 0.1 MW/m2 to 1.0 MW/m2. Again, this trend
confirms relatively smaller temperature-dependent viscosity effect
when the heat flux is very high because the fluid becomes hot
enough soon after entering the channel, weakening the viscous
drag effect.

Finally, Fig. 4 presents a comparison of the inlet temperature
and heat flux effects all together, for inlet temperature 21°C~con-
tinuous lines! and 32°C~dashed lines!. Somewhat unexpected is
the crossing of the curve for heat flux 0.10 MW/m2 and inlet
temperature 21°C~continuous line with black-square symbol!
with the curve for heat flux 0.01 MW/m2 and inlet temperature
32°C ~dashed line with hollow-circle symbol!, occurring at fluid

speed 4231023 m/s. This crossing highlights the different sensi-
bility of the temperature-dependent viscosity effect to inlet tem-
perature and heat flux as it indicates that beyond fluid speed 42
31023 m/s, heating a higher inlet temperature fluid with a lower
heat flux is more energy efficient.

Summary and Conclusion
Pump power reduction is a practical engineering incentive in

heating the flow of a variable~with temperature! viscosity liquid.
However, the overall system energy gain~pump power gained
versus heat power spent! is a realistic design constraint. The role
played by the heat flux and the inlet liquid temperature on the
pump-power reduction and the overall energy efficiencyR, as de-
fined in Eq.~2!, is studied here for parallel-plate porous medium
channel flows, considering the design of a cold plate for cooling
phased-array radars. Pressure-drop versus fluid speed results ob-
tained through numerical simulations of a strong temperature de-
pendent viscosity poly-alpha-olefin oil flow, along with the re-
cently proposed Modified Hazen-Dupuit-Darcy~M-HDD! model,
incorporating temperature-dependent viscosity effects, is used in
the analysis.

For a fixed heat flux~thus, heat power!, the increase in the inlet
temperature reduces the energy efficiency of the process at a fluid
speed value. In addition, for high heat flux, as the fluid gets hotter
earlier while it flows along the channel, the overall energy gain
R progressively decreases because the viscosity decreases more
rapidly.

Moreover, the pumping power reduction by heating the fluid
and the overall energy efficiency of the system is shown to re-
spond differently to changes in inlet temperature and heat
flux respectively, making analytical estimates very difficult to
accomplish.

The porous medium configuration considered here, has been
demonstrated to operate with 30 percent maximum overall energy
efficiency when the heat flux is minimum~0.01 MW/m2!, the fluid
speed is maximum (U51023 m/s), and the fluid inlet tempera-
ture is the lowest (Tin57°C). For the same heat flux and fluid
speed the energy efficiency reduces to less than 3 percent for the
highest inlet temperature tested (Tin532°C). Therefore, the strat-
egy of heating the temperature-dependent viscosity liquid to re-
duce pump power presents itself as an effective practical engineer-
ing tool for porous medium flows. As a final note, the heat transfer
implications of heating the liquid as it flows through the cold plate
is considered in@11#, @12#, @13# and @16#.

Nomenclature

A 5 area, m2

C 5 form coefficient, m21

D 5 specific drag, Pa m21

H 5 half-channel spacing, m

Fig. 2 Overall system energy efficiency R versus fluid speed,
for q 9Ä0.01 MWÕm2 and several fluid inlet temperatures

Fig. 3 Overall system energy efficiency R versus fluid speed,
for TinÄ7°C and several heat fluxes

Fig. 4 Comparison of heat flux and inlet temperature effects
on overall system energy efficiency
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k 5 thermal conductivity, W m21 K21

K 5 permeability, m2

L 5 channel length, heated section, m
P 5 global ~cross-section averaged! pressure, Pa

q9 5 channel surface heat flux, W m22

Q̇ 5 overall heating power, W
R 5 overall energy gain, Eq.~2!
T 5 temperature, °C
U 5 global ~cross-section averaged! longitudinal velocity,

m s21

Ẇ 5 pump power, W

Greek Symbols

f 5 porosity
l 5 ratio of global form to viscous drag
m 5 dynamic viscosity, kg m21 s21

r 5 density, kg m23

z 5 correction coefficients for the M-HDD model

Subscripts

c 5 cross-section
C 5 form
f 5 fluid

in 5 inlet
s 5 solid

w 5 surface, wall
0 5 isothermal condition
m 5 viscous
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Transition to Meandering Rivulet Flow
in Vertical Parallel-Plate Channels

Glenn E. McCreery and Donald M. McEligot
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While there have been many studies of gravity-driven rivulet
flow over an external surface, treatment of internal rivulets has
been sparse. A notable exception is the analytical and experimen-
tal study by Anand and Bejan@1#; they derived an approximate
solution for a laminar rivulet developing between two parallel
vertical planes and employed it to examine the transition to a
meandering flow.

For rivulets flowing between closely spaced plates, the velocity
becomes ‘‘slow’’~i.e., ‘‘low’’ Reynolds number! and an approxi-
mately fully-developed flow at its terminal velocity can be
reached in a short distance. Conceptually, this value can be de-
rived from the analysis of Anand and Bejan. However, for cases
where the inlet volumetric flow rateQ is sufficiently high that the
rivulet becomes wide relative to the plate spacing, a simple treat-
ment can describe the resulting flow.

For this treatment, we orient the coordinates asx5vertical, y
5spanwise andz5normal to the vertical plates and assume:

• an incompressible fluid with constant properties
• steady, laminar flow~except at the leading edge outside the

region of interest!
• fluid density much greater than density of its surroundings~so

ps$x%'constant)
• negligible interface shear with surroundings at edges

(→]u/]y'0)
• fully-developed flow away from the inlet
• rivulet width in spanwise direction~W! considerably larger

than edge region formed by curvature of free surfaces at the
edges

Under these assumptions and approximations, the one-
dimensional governing equations reduce to:

continuity: ṁ5rQ'rVb~Ws!5constant

x-momentum: rgs52gctW

when applied to a horizontal element. If one starts with a wide
rivulet at a velocity lower than terminal as Anand and Bejan did,
the frictional force is less than the body force so the flow accel-
erates under gravity, making the cross sectional area less until the
balance of these two terms suppresses the advective term~not
shown!. For steady laminar flow between parallel plates@2#, the
development length is of the order of (xL/s)'0.02 Re so the
lower the Reynolds number Re is, the shorter the distance re-
quired for the following treatment to become reasonable.

For a fully developed laminar flow between parallel plates, the
wall shear stress may be non-dimensionalized asf 524/Re with

the Reynolds number based on the hydraulic diameter of twice the
plate spacing~e.g., as by Schade and McEligot@2#, Kays and
Crawford @3# and many others!. Substitution and rearrangements
lead to:

bulk velocity, Vb'gs2/~12n!

and

Reynolds number, Re5~rVbDh /m!'gs3/~6n2!

depending on the plate spacing and fluid properties and indepen-
dent of the total flow rate. The rivulet width then is determined by
the volumetric flow rate provided at the inlet as

W'12Qn/~gs3! or ~Wgs3/~Qn!!'12

Provided that the assumptions and approximations above are
approached so that this treatment is valid, the results offer the
possibilities of employing this configuration as a viscometer or
flowmeter by measuring the appropriate quantities. For such ap-
plications the sensitivity to plate spacing makes its accurate mea-
surement important. Alternatively, the measurement of the rivulet
width, flow rate and viscosity can be used to estimate the plate
spacing and, as a first approximation, its variation or the degree to
which the plates are parallel.
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Nomenclature

Dh 5 hydraulic diameter, 2s
f 5 Fanning friction factor, 2gctW /(rVb

2)
g 5 acceleration of gravity

gc 5 units conversion factor, e.g., 1 kg m/~N s2!
ṁ 5 mass flow rate
ps 5 static pressure of surroundings~typically air!
Q 5 volumetric flow rate

Re 5 Reynolds number,rVbDh /m
s 5 spacing between plates
u 5 vertical velocity component

Vb 5 bulk or mixed mean vertical velocity
W 5 rivulet width
x 5 vertical coordinate
y 5 spanwise coordinate
z 5 normal coordinate
m 5 absolute viscosity
n 5 kinematic viscosity,m/r
r 5 fluid density

tW 5 wall shear stress
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Erratum: ‘‘On Preferred Perturbations Selected by Centrifugal Instability’’
†Journal of Fluids Engineering, 2001, 123, pp. 702–705‡

O. A. Likahachev

1. The fourth equation in the system~2! was printed incorrectly. The correct system is:

gUu1Go2U8v2B f u85u92b2u

gUv1V8v2B fv812Uu1q85v92b2v
(2)

gUw2B f w82bq5w92b2w

gu1Go2~v81bw!5Bhu8

2. The functionsG1 andG6 in the Appendix were printed incorrectly. The correct functions are:

G15v1bhw

G65b2hw1~12BhV!Dw1bhq
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